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Preface

Internet of Things has got its position even in nanoscale, and it is inevitable
for constructing a Smart city. Providing sophistication and amicable lifestyle to
individuals is the main motto of the Smart city. The Smart city development mainly
depends on components like sensor data, processing capability, transmission ability,
and style of the prognosis. Sensor data predictions on the near future are helping
us a lot on decision-making. The IoT in a Smart city faces lot of challenges
in each stage. (a) The sensing system is exposed to complicated environment,
where it undergoes dynamic change in environment and gathering data becomes
more complicated. (b) The data from multiple sensors gathering in processing unit
creates huge data repositories, making tough time for the data scientists. (c) The
ability to transmit data from distance with low energy is a major challenge for
researchers working in the sustainable Smart city development. Better predictions
help them to face water scarcity, power distributions, and health monitoring of
individuals accurately. Industries in Smart city also move towards Industry 4.0 for
better productions and predictions. The industries enabled with IoT technology are
more aware of market fluctuations and supply chain. The ability of IoT to interact
with PLC, embedded, and other physical devices has made sustainable development
easier to the researchers. Present systems like PLC boards and embedded systems
are designed with IoT add-ons for data gathering and actuations. Automation in
industries and Smart city application through IoT technology has improved the
knowledge of workers, employers, and serves to be a reasonable solution for labor
scarcity. This book addresses the role of Internet of Things in smart technologies
for sustainable urban development. The role of IoT in transportation technology in
India and different energy harvesting schemes involved for small embedded nodes
were discussed. Energy harvesting and managing available energy for sensing the
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viii Preface

event, the technology involved in oil fields, and power production are also briefly
discussed in this book. This book will serve as a solution for unique problems faced
in developing Smart city applications.

Chennai, India G. R. Kanagachidambaresan
Bhopal, India R. Maheswar
Coimbatore, India V. Manikandan

Puducherry, India K. Ramakrishnan
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IoT in the Field of the Future Digital Oil M)
Fields and Smart Wells ke

Ghazanfar Latif, Jaafar M. Alghazo, R. Maheswar, A. Sampathkumar,
and S. Sountharrajan

1 Introduction

The IoT has gained its popularity in the global information industry and petroleum
explorations industry. The IoT connects everything with the Internet because it
is an intelligent network; this helps the devices to communicate and exchange
information. What IoT achieves is intelligently, locating, managing, identifying,
monitoring, and tracking various things. It is considered an expansion and extension
of the Internet-based network, which is the communication expansion from things
to things and human to human. Objects that surround people are going to be
connected into networks in one way or another in the IoT paradigm. The smart
technologies, including, sensor technology, radio frequency identification (RFID)
will be embedded in many applications. The evolutions of technology such as
storage, battery capacities, and computing power are becoming smaller in size and
lower in cost. Hence, this helps developing small electronic devices with capabilities
like computing, identification, and communication that can be embedded in other
systems, facilities, and devices [1].
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The wireless sensor network (WSN) technology can be utilized in smart oil wells
[2]. WSN is a group of sensors for recording and monitoring the condition of a
specific environment. Some WSN applications are monitoring pipelines, equipment
condition, and natural gas leaks. The system monitors three sectors of the industry
and displays reports of the condition of the well. They sense pressure, vibration,
pipelines defects, and temperature. The control center receives all of these important
parameters and plans for all the steps that need to be taken. Oil theft is prevented
because everything is recorded and stored by WSN. The life of the well is extended.
The system monitors the holes’ pressure that is created to elicit oil and gas from
the earth. The high pressure causes the oil to leak, so the system makes sure to
avoid that. In addition, the system decides the number of fluids that are needed to be
injected inside of the well to displace oil. Furthermore, the system enhances the oil
flow through the hoses by mixing it with carbon dioxide and reduces the thickness
of the oil. The drawbacks of the system are the wires and heavy tools that cost a
high budget and space. The intended solution is a wireless monitoring system and
collecting the data remotely and later transmitting to cloud servers to analysis.

2 Literature Review

The Petroleum Analytics Learning Machine (PALM) is a learning-based machine
that has a system to manage the gas and oil fields using IoT [3]. PALM has
machined analytics applications, which are big-data-centric. It uses computational
machine learning as well as predictive and prescriptive analysis techniques to reduce
the losses and increase production. The complex machine has smart sensors that
bring IoT together to make it a digital oil field. The machine combines artificial
intelligence with machine learning to deliver better performance and lower the cost.
PALM’s software works on utilizing the support vector based machines, which excel
the pipeline system performance. In the application, the algorithm functions by open
source codes programmed and combined together as tools. The tools hold all of
the geological and geophysical attributes that measure the volume of the gas and
oil. The data gathering is done by the IoT communication network. The PALM
system integration database stores the collected data. Data is processed and cleaned
from noise then normalized to be ready for distribution between equipment and
tools. The system utilizes codes and boosts the machine neural network. PALM’s
estimations of the volume and depth of wells are accurate, with low error rate. The
distributed control aides in calculations and helps scientists in integrating geology
with IoT. The model is still not at its final version as it is constantly developing. The
drawback is the integration system, which is not fully successful yet. It is not easy
to create a fully distributed network system, which is 100% reliable. The solution
to overcome these issues is by designing better sensors that minimize the tasks as
much as possible.

Magnetic flux leakage (MFL) is a method to detect corrosion, pitting, and wall
loss in steel structures. MFL system works by sensors on the pipelines and detects
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the different defect types [4]. The targeted pipelines are covered with sensors to
measure and collect data. The machine-learning algorithm calculates the parameters
that are needed to optimize the performance of the neural network. The financial
losses of the pipeline defects are huge, and it will be decreased by using IoT. The
intelligent tools locate the magnetic flux leakage with the help of the signals and
ultrasonic waves to the pipeline defect. Every defect has a pattern of behavior,
and the solution can be applied by studying those behaviors. When the sensor has
high axial amplitude, it explains the damage and its size. Several solutions have
been suggested, but the most effective one is combining the MFL signals along
with artificial neural networks to achieve the maximum reliability and estimate
correct results to solve the problem. There is a problem which is the relationship
between the depth of the amplitude generated by the signals which cannot always
be analytically described. Complexity is an obstacle and identifying the relationship
to detect the defects is not easy to implement. The solution could apply a dynamic
neural network.

Oil wells need a monitoring system that tracks all the needed parameters [5].
The system consists of layers, and each layer deals with a required task. It has the
data acquisition and monitoring layer, then the transmission layer, and finally the
data analysis and production management layer. Collecting and processing the data
in the first layer is accomplished by the sensors and actuators. They test the power,
query locations, and detect temperature. The transmission layer transfers all the data
that has been collected by the acquisition layer and managed in a secure channel.
3G, GSM, and ZigBee are some of the technologies, which are used in transferring
data. The final layer is the layer that combines the collected and processed data and
displays the business model that consists of flowcharts and graphs. It is all done
by the network wire protocol. The used algorithm called six Sigma, and its major
function is processing the big data. The main issue of the system is the low pressure
of the well oil. The system sometimes does not alert the control center, and this
will inhibit the daily oil production from increasing. The solution is by inventing
an algorithm that calculates the fluids that need to be injected into the pipeline and
display the parameters; this algorithm will allow the pressure to go back to normal.
Furthermore, the algorithm detects the abnormality of the fluids. Any malfunction
should be analyzed and the changes of the parameter should be automatically done.

Big data analytics in petroleum engineering is important because it includes all
unstructured and multi-structured data [6]. The collected data are used to develop
images of subsurface layers. Extracting gas and oil using drills and exploration
became much easier by using IoT technology. The rig transforms into a digital one
where the operators finish the job from a distant. The main method is using big data
to control velocity, variety, and value. Big data has been profitably used in automated
drilling and detecting services. Big data has enhanced the design of smart digital oil
fields [7]. Drills and pipeline platforms changed drastically, and the extraction cost
reduced. The pattern-based analysis is more desirable to scientists because of the
huge impact it has on IoT. Reducing hydraulics and heavy machines is a big goal,
which is more likely to be achieved in the next few years. Some information is
still lacking, but the researches are still on the path to find solutions and more data
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processing to reach the maximum accuracy. Data infrastructure in big data analytics
aided in the discovery of oil fields. Compromising stacks to get values out of the
data. All the processed data include CAD and daily drilling reports. The model
faces some technical challenges, such as I/O on the network, fetching shared data
effectively, and having multi-label connections. Years of research and progression
will solve most of these problems and build an integrated smart oil well, which is
automated and digital.

Enhanced oil recovery (EOR) is the recovery of non-extracted oil by natural or
enhanced pressure to make it easier to extract. There are three techniques for EOR,
which are chemical injection, gas injection, and thermal. One of the old methods that
have been used in oil recovery is the thermal method [8]. As expected at this point of
evolution of technology, the thermal method is somewhat not practical. Engineers
came up with a new method that is much more economical to maintain daily oil
production at its best peak. The EOR system deploys advanced IOR technologies
that control the field. The major tasks that the system performs are heat injections,
solvent injections, and surfactants injections. The main three methods help in
recovering oil from rocks. The process of injecting the right amount is complex
and has various stages. The findings were quite remarkable. The daily oil barrel
production number has increased by 10%. One of the advantages of the method
is applying it in the early stage of the life cycle of the reservoir. The technology
is still new and still in the development stage. It encountered many issues such as
model complexity. Another issue is how harmful it could be to the environment.
These issues need to be solved and finding a better correction to the system before
commercial use. A large amount of data is processed and analyzed over a high-
speed network. The stored large data have different formats as well as different
vendors. Sometimes data cannot be traced back, so any carried information might
be considered lost. The proposed system model is capable of obtaining the lost data
and generating the process of oil extraction. Integrating the mapping of annotations
of any dataset is a significant solution. The work focuses now on using domains to
integrate seamless data [9].

It has not been a loss to the oil industry when Machine to Machine (M2M), Big
Data, and Internet of Things technologies were developed in other areas. It rather
has created oil and gas new invention theme, which is known as the digital oil field.
Based on Group of Cleantech definitions, the category of digital oil field involves
services, related business models, and technologies concentrated in upstream oil
and gas activities on the processes and tools for information and data management
[10]. Numerous leaders have already worked on their digital oil field initiatives in
oil and gas companies’ integration; for instance, Shell’s Smart Fields, Chevron’s
Fields, and BP’s Field of the Future. Moreover, leaders will carry on looking for new
technologies for the sake of decreasing operating costs, as well as increasing output
of productions. The term digital oilfield comprises various elements of technology
all over the software and hardware solutions, which are circulated everywhere the
whole upstream oil and gas activities suite. They are all considered as attempts to
provide analysis, transmission, subsequent automated action, and data capture in
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real time, hence, optimizing performance of production. Nonetheless, the oil and
gas section utilize IoT and Big Data concepts to its activities of upstream. Data
analysis, communications technologies and networking, and hardware innovations
are qualified as new processes of E&P known as the digital oil field.

Smart oil fields have been deployed and proposed for oilfields offshore remotely.
Sensors from a wide range included in a smart oil field such as density of gas,
temperature, and pressure pipeline, which produce collective data daily on the
terabytes’ range, require real-time analysis. Solutions of smart oilfield that exist
use remote data centers over the cloud and satellite communication, which are not
feasible because of significant delay of transfer. A solid allocation model of resource
using computing edge is presented as a solution to consider computational capacity
with limited connectivity and application intensive resource in the oilfields. The
model that is proposed assigns tasks efficiently to a suitable cloud or edge resource
to address the constraint of real-time applications in order to obtain robustness.
Evaluation of the results displays that the proposed model can upgrade the system
performance significantly compared to architectures of conventional based on cloud
[11].

There is a limitation to the new oil and gas reserves in recent years, as it is
generally spread in environments that are harsh, such as the deep sea, the desert,
and the Arctic environment. The activities of production and exploration have an
influence immeasurably on the environment. The pressing challenge of the oil
companies is, knowing the ways of rationally implementing the existing technology
so that the recovery of oil gets improved. The smart oilfield is a method of a loop
that is closed asset management, which can achieve data acquisition in real time,
monitoring in present, the implementation of the optimization and decision-making,
interpretation in real time, oilfield, oil well, and other assets can be connected to one
another to assort the management and operation, and thus the effective direction
and way to enhance recovery of oil. Recently, with the mature and progress of
the monitoring technology of the dynamic reservoir, managing horizontal wells,
recovery of oil prospects is improved by the smart oil field. Intelligent oilfield is a
complicated system which consists of a process, technology, and people organic
combination. Raising the values of the assets through managing reserves of oil
and gas in real time and on demand is the final objective. This can be done by
reporting and collecting a massive data. Furthermore, under an environment of
decision collaboration, timely informed decisions are required [12]. Table 1 shows
the different methods used in digital oil fields and the accuracy.

Table 1 Total worldwide oil
resources

Resources % Share of resources
Oil sands bitumen | 30
Conventional oil 30
Extra heavy oil 25
Medium heavy oil | 15
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2.1 Statistics of Oil Reserves, Production, and Consumption

It is difficult to relate the resources of oil in all the worldwide; this is because there
are several areas around the world which are still not fully known geologically
and unexplored by drilling. As shown in Table 1, oil sands bitumen represent 30%
as well as conventional oil. However, the extra heavy oil represents 25%, while
medium heavy oil only 15% [13].

The universal competition for producing oil has increased in the last decade.
Many industrializing countries entered this field, including India and China. How-
ever, some nations are still in the top globally such as the USA, which represents
18% of worldwide oil production. Followed by Saudi Arabia 12%, Russia produces
11%. Canada and China account for 5% of global oil production. Table 2 shows the
top 5 oil producing countries [14].

According to the energy information administration (EIA), the total amount of
crude oil consumption worldwide is about 93 million barrels per day. [15]. The
USA is the largest consumer of crude oil with 20% of world consumption, which is
equivalent to 19.69 million barrels per day. China is the second consumer country
after the USA, and it represents 13% of worldwide oil consumption, with 12.79
million barrels per day. After that, India and Japan have convergent values, 5% and
4.44 million barrels per day for India, yet 4% and 4.01 million barrels for Japan.
Russia represents also 4%, but with 3.63 million barrels. Table 3 shows the top 5 oil
consumption countries.

Table 2 Top 5 oil producing countries

Country Million barrels per day % Share of world’s total production
USA 17.87 18
Saudi Arabia 12.42 12
Russia 11.40 11
Canada 5.27 5
China 4.82 5

Table 3 Top 5 oil consuming countries

Country Million barrels per day % Share of world’s total production
USA 19.69 20

China 12.79 13

India 4.44 5

Japan 4.01

Russia 3.63 4
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3 Current Methods for Oil Fields Management and Drilling

Large companies leverage the usage of intelligent processes and technologies in
drilling oil fields to achieve their strategic goals. The first method to manage
the smart oil fields is creating intelligent field centers to make decisions in a
collective way. To ensure the success of these centers, a project methodology should
be followed. The methodology should start with ensuring a clear understanding
of the intended plans and it concludes with maintaining continuous improvement.
The methodology has five stages, which are assessment, design, construction,
implementation, and continuous improvement as shown in Fig. 1. In the assessment
stage, the teams that will be working on the project and the stakeholders will
determine the requirements. In this stage, the activities and workflows including the
need for software, hardware, data, and visualization will be defined. In the design
stage, there can be an improvement. The construction stage includes testing and
installing the hardware and software as well as the other infrastructure that will be
needed in delivering the reservoir performance and technical planning workflows.
The stage embraces the civil and mechanical task aspect of the environment,
such as electricity and lighting. The defined work plan, associated software, and
infrastructure will be customized in the implementation stage. This will need
defining the technical aspects such as software integration, process implementation,
and process optimization as well as the human aspects such as cross-domain
integration and training. Finally, the continuous improvement stage will include
regular meetings to follow up with the workflow. Those meetings will help the
reservoir management engineers to understand the problems and provide the best
solutions and recommendations to solve them [16].

The management system of oil industry shown in Fig. 2 consists of some
fundamentals and elements divided into two independent components. The funda-
mentals focus on the most important management principles to have an efficient and

Fig. 1 The stages of intelligent field centers
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Fig. 2 The fundamentals and elements of management systems

Fig. 3 The requirements of oil and gas management system

effective management system, which are leadership, risk management, continuous
improvement, and implementation, such as well drilling. The ten elements include
a set of exceptions and overviews that define the system’s best outcomes [17].

Oil companies seek to achieve the International Organization for Standardization
certifications (IOS). ISO 29001, requirements shown in Fig. 3, defines the Quality
Management System for the companies that work on designing, developing,
producing, and installing petroleum products. ISO 29001 standards highlight the
requirements of the companies to have an effective and efficient Quality Man-
agement System. The first requirement is proving the ability to provide products
that meet statutory/regulatory and customer requirements. The second requirement
is enhancing customers’ satisfaction through many improvement processes and
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providing requirements that meet their needs. The third requirement focuses on
preventing defects and reducing waste. Achieving the certification assists in showing
the commitment to industry best practices and managing operations effectively [18].

4 Challenges in Oil field Management Systems

The IoT is still in its early stages, which is because of the many challenges
that hinder the future growth. The main obstacles include the lack of skilled
workers, lack of theory, and lack of systematic research for reaping the benefits
[19]. Distributed intelligence designs are limited and there are many problems that
need to be solved regarding the sensors, cameras, power nodes, and identification.
One of the main challenges is the architecture [1]. Data integration in different
environments is tough due to changes in the earth’s layers or between devices.
The system has to combine different sources in order to determine which feature
to use, how to extract the oil, what drill to use, and how to determine the depth.
The technology has to be fully functional for every environment and for all cases.
RFID technologies differ as well as wireless networks. Different requirement for
each communication can take time and be costly.

Sometimes the unnecessary dependencies are going to blackout the migration
of connecting as many things together. Introducing a successful platform requires
successful hardware and here lays the challenge. The systems have to be in a
minimum size and lightweight with a wireless identifiable system. Some levels
diverge because they go from kbps to mbps. It is a challenge to have an ultra-cost
with low-powered hardware because when the system is on sleep mode, it will not be
able to receive the RF signals and it will cause an economic loss. The system cannot
combine all the features together; low cost, low power, and size with integrated data
could be a challenge as well [19].

Another challenge is privacy and security. It has to exceed traditional security
methods because the system deals with oil. The challenge is designing a secure
system, which is capable of doing all the tasks as well as maintaining a high level
of security. In addition, the system has to analyze the oil parameters and transfer
the data between the platform and the terminal through the connection protocol. It
could be a challenge to minimize and achieve the desired level of accuracy because
all of the objectives are still in the developing phase. The challenge could be in the
routing process, which is selecting the best path for data movement. The best path
can be chosen based on the number of hops, bandwidth, and costs. Another problem
is big data, which is massive data, whether unstructured or structured. The dataset
could be big data when it meets the four V’s, which are volume, variety, velocity,
and veracity. It is hard to deal with it by using traditional software techniques and
database methods. An example of big data could be a huge amount of data collected
from deploying sensors [20].
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5 Improving the Functioning of the Oil and Gas Industry
with IoT

The oil and gas industry face many obstacles, which should be eliminated in order
to enhance oil and gas production and getting higher revenues. In the meantime, the
IoT started to enhance the operation of the oil and gas sector globally. The Internet of
things has a big influence; this is because it helps to get rid of many problems the oil
and gas industry face. According to [21], there are many techniques that will help to
revolutionize the oil and gas industry, which includes the preventative maintenance
for remote oil and gas equipment. This will help the large oil companies to monitor
the wells more easily. For example, a company that monitors more than 50,000
wells will spend the big amount of money on the equipment. Furthermore, a
single malfunction in any of the machines will cause slow production. The IoT
technologies help in equipment maintenance and protect the equipment. This is
because the IoT device can be deployed to remotely monitor equipment. This
will limit losses as well as increase the production. Also, improved operational
efficiency, which means the big data analysis and remote visibility will support the
companies to manage their assets and use their findings to optimize production.
In addition, real-time data, which will help to capture the oil production in real
time through the embedded sensors will help the companies to collect the needed
information related to the oil fields from anywhere in the world. The wide adoption
of IoT could raise global GDP. Moreover, fewer safety risks, the Internet of things
could minimize the risk that could show up as a result of potential issues in the oil
industry field. The real-time data, will help to capture the oil production in real time
by the embedded sensors. Figure 4 shows the proposed organization of smart wells.

Fig. 4 Proposed organization of smart oil wells
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Since the appearance of Internet of Things (IoT), many industries have been prac-
ticing and applying its technologies and concepts. Industries have also been driving
IoT security efforts and standardization. A new concept on Industrial Internet has
evolved from the integration of IoT in many industries. The Industrial Internet
Reference Architecture (IIRA) has been recently published with standards for the
integration of IoT in industries. Industries like the oil and gas industry can utilize
the full capability of the IoT within the processes of upstream and downstream.
There is a growth in terms of system integrators and device suppliers’ ecosystem.
There are protocols, protocols of communication more specifically, interfacing one
to another for the sake of integrating seamlessly like Data Distribution Service for
Foundation of OPC. In addition, there is a chance to implement the maintenance
and improve the safety to have better production, as well as enhance operations by
extracting helpful guidance from the developed case studies. A severe cut of cost and
a widespread time investment are required for these initiatives, which can be a key
to automating tasks of intensive labor, dilating operation of remote, and lowering
cost of production, which all participate in the bottom line. The main challenge is
security however, this issue hasn’t been ignored and the appropriate methods do
exist. Data residency is another big challenge because it is a technical issue but at
the same time legal and political, many regions will find it too difficult to remove.

Oil and gas organizations are considered very complex. Volumes of data with
business are exponentially expanding but bounded by the data quality, IT systems
traditions, and ability of staff. As the technology of big data has been developing
lately, the big data capabilities benefit oil and gas organizations to perform analysis
on data under large volumes, transforming reactive to proactive in decision-making,
and optimizing the whole development, production, and exploration phases. The
forum of world economy in 2011 suggested that the new economic oil is Big
Data. Furthermore, technology on big data in gas and oil industry is an ongoing
stage of experiment. The sizable data application is beneficial in terms of breaking
through the leaders of oil and gas companies’ bottleneck development which almost
all leaders of the oil companies believe. Moreover, they recognized the value
technology of big data on restructuring the industry. The big data is a set of complex
and huge data, which is a field that analyzes information and deals with large and
complex data. This will help to deal with the software applications of processing
traditional data. Thousands of sensors are used by oil and gas companies that are
installed in facilities’ surface and wells subsurface in order to provide continuous
conditions of environment, collecting of data, and assets real-time monitoring. In
development and exploration, professionals execute operational and strategic tasks
in making decisions with the support of analysis of large data. For instance, in terms
of data of real time, new insights can be delivered by the company that can enhance
efforts of exploration, which is considered a big help for operating teams. Based
on real time and historical data in terms of production, future performance can
be predicted by big data. Based on the collected data, equipment of maintenance,
big data can support to restrain down time and to structure a model for predictive
maintenance in oil and gas companies. Figure 5 shows the oil and gas industry big
data conceptual architecture.
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Fig. 5 Oil and gas industry big data architecture

A system for improving the drilling process could be a good example of using
IoT in drilling oil fields. The first part of the system maintains the used equipment
and speeds up the process of requesting new devices. It monitors the level of oil.
When an error occurs, the system will be turned off automatically. Those errors
will be detected by sensors, which collect data from the field, such as oil value,
oil low value, oil very low value, oil high value, oil very high value, and oil set
point. In the system in Fig. 6, LT refers to the level transmitter while LC refers
to the level controller; PC refers to the pressure controller while PCV refers to the
pressure control valve. Finally, XV is the shutdown value. The second part is the thin
client application. This part provides many services such as determining the initial
values, viewing the values of gas and oil, the timer of reading the sensor, and a web
application that enables the users from monitoring the system from any place. The
web application has various types of users, such as engineer, operator, and manager.
The administrator will assign the privileges for users based on their responsibilities.

Development and economy of cities dependent on oil industry are confronting at
present extreme social, environmental, and economic issues. These cities industrial
structure has a comparatively traditional pattern of industry, which are based on
petroleum and intensive petroleum economy with relatively low efficiency and
technology levels. Metropolises in China have stepped inside smart cities in the
widest range, and cities that are based on petroleum are still lagging behind.
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Fig. 6 Proposed IoT Sensors based system state for drilling oil fields

Hence, metropolises in China have good environmental and economic potentials,
especially in the energy field, yet, with stage of depletion metropolises must show
conditions of living favorably. Cities based on petroleum evolving into smart cities
under the development of smart city trend are inevitable. However, oilfield-based
oil exploitation as the fundamental service of cities based on petroleum drives
economic development. Development of smart oil field is therefore the transference
of cities based on petroleum key point. The idea of digital oil field is where
the smart oil field concept evolves. The digital oilfield core is networking and
digitalization that underlines collection of data. Smart oilfield presents human and
artificial intelligence by contrast, hence, underlining their integration and focusing
on sharing knowledge, managing intelligence, making decisions scientifically, and
mining data. A developed smart oil field future reference is provided. Harmonious,
green, efficient, and intelligent are the conclusion of the development of smart
oilfield targets [22].

6 Benefits of IoT in the Qil Field

There are many benefits of IoT including: comprehensive perception, obtaining data
and information from any spot by using sensors, two-dimensional barcode, and
RFID. This could make the communication systems and information be invisibly
embedded in the environment. Workers will be able to interact with the machines
using sensors network. Location and objects identifications are considered as
identification technologies. To implement overall perception, it is required to have
recognition and identification of the physical world. Using sensors such as gas
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pressure sensors and gas pressure switches caused a notable improvement in the
safety and security of workforce, assets, and operations.

Reliable Transmission: Objects’ information can be available at any time through
different types of available telecommunication networks, the internet, and radio
networks. Switching technologies, gateway technologies, networking technologies,
and wired and wireless transmission technologies are types of communication
technology. In addition, IoT creates machine-to-machine (M2M) interaction, which
is considered as the main implementation technology of the Network of Things.
M2M innovations have been used in the petroleum industry to maintain the health
of workers from life-threatening activities and to increase the production of gas and
oil. Furthermore, M2M interaction enables the communications and connections
between M2M, human to machine, and mobile to machine.

Intelligent Processing: Several technologies that deal with intelligent computing
such as cloud computing, which supports IoT data applications by gathering IoT
data and placing them in a form of databases. The cloud technologies allow the
workers to monitor the system effectively to prevent accidents such as gas leakage.
The connected systems can be programmed to send an alert to all the devices in the
system when it begins to fail.

Cost Reduction: More than $100 per barrel of longstanding oil price has led
to even higher increase in oil prices throughout the years. According to Hamilton,
supply in fresh sources opened up by technologies of new extraction, which suggests
$20-$30 less per barrel as equilibrium of a new price. Lowering oil prices is
beneficial in terms of exposing the inefficiency of oil and gas companies as well
as leading the efficient companies to find their ways of preserving the bottom and
top lines. The new suite of technologies engages in giving companies a hand to deal
with these challenges, which is good for both gas and oil industries. IoT has been
simmering for a while, which basically integrates analytics, communications, and
sensing capabilities. At any point it will boil over, which means the improvement
of the core enabling technologies are expected to reach a point where the adoption
of widespread of core enabling technologies seems more likely. The promise of
IoT does not include the assistance of Oil and Gas companies in managing their
customer relationships supply chains or existing assets. As a matter of fact, a new
asset of information businesses concerning these elements was entirely created
by IoT technology. Therefore, there is no wonder that the one-size-fits-all IoT
solution came up. Operations optimization, new value creation, and reliability
improvement are the three business objectives the oil and gas industry has related to
the deployment of IoT. In one of these three objectives, every oil and gas segment
could be able to discover the benefit of the [oT initial efforts and new information
sources, which can enable them. Production and exploration are examples of
upstream organizations, which concentrate on optimization. It examines various
groups of cross disciplinary, physics, and non-physics data. Storage, pipelines,
and transportation are examples of midstream organizations that concentrate on
opportunities of new commercial and integrity of higher network, which aims to
designing an infrastructure of enabled data to discover certain benefits.
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7 Conclusion

The IoT has progressed in the previous 10 years; this includes the huge improvement
in oil field industry, which resulted in changing the gas and oil industry remarkably.
The tasks became automated, faster, and economically much more conserved,
which helped to increase the daily production. IoT is changing the oil industry and
extraction techniques and turning it into a whole new level of technology evolution.
The integrated network and machine learning models in smart wells overcame all
the obstacles and struggles that scientists had been facing. In the near future, it is
possible that robots are going to replace the operators in the control center of rigs and
oil fields. This will help to improve the overall functions that relate to oil field. The
new intelligent systems are going to be capable of doing all the necessary functions
to extract oil, detect the right amount needed to inject and measure all the volumes,
and generate full reports of the results.
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1 Introduction

The word “smart city” is a name granted to a city that uses information and
communication technologies (ICT) to improve the standard and quality of city
facilities such as energy, transference, and efficacies in order to minimalize reserve
ingesting, wastage, and general costs. The aim of the smart city is to upgrade
the city that renders core infrastructure and provide a quality of life to its people
and a clean and sustainable environment smart solutions. The features of smart
city are to improve infrastructure and services which include access to water,
electricity, affordable homes, education and health services, and IT connectivity
through smart technology. The need of smart city is to effect modification to
systems, infrastructure, and knowledge to make the benefits that are important to
meet out the smart cities sustainability. The benefits of the smart city are that
they make competence. By using well-intended knowledge utensils can advantage
administration activities, the atmosphere, and inhabitants to eliminate redundancies,
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find ways to save money, and maintain and manage labor tasks. In the current
days applying IoT solutions for smart urban areas and related creative thinking
can aid progressive monetary system progression, rising model and status, ascent
transportation frameworks, and contour disbursement of visual perception of open
resources. The common and vital thing in all smart city-related applications is to
proceed with a final conclusion in choosing the decision promptly in obtaining the
needed smart and quality accomplishment through machine learning techniques.
The best artificial intelligence-based decision-making techniques, machine learning,
deep learning, and reinforcement learning algorithms can be used in smart city
applications.

2 Preliminary Studies

Relevant research papers in reinforcement learning concepts ministering smart city
applications using IoT have been surveyed in various streams that include basics of
reinforcement learning and analysis of IoT integration in smart city applications.

Mohammadi et al. [1] proposed a model cum exploration that encompasses deep
or profound reinforcement learning to the semi-supervised archetype. As a case
learning of smart city solicitations, they absorbed smart buildings and applied the
projected exemplary to the problematic of indoor localization centered on BLE sign
or signal forte. Joberto S. B. Martins [2] examined the outcome of characterization
and man-made consciousness as creative techniques for smart city. An outline
encrusted interpretation is also suggested through an assertion near program-based
interacting and machine learning effect on oddness chased by a preparation instance
that determines the possible guidelines of objective knowledge for smart urban
areas.

Zhang et al. [3] proposed a semantic system using [oT with machine learning
for smart urban areas. The proposed structure has the ability of acquiring urban
information of IoT solicitations on semantic and machine learning progress by
taking two contextual investigations, namely contamination finding from vehicles
and traffic design presentation.

Streitz et al. [4] presented four viewpoints on the theme stranded in dissimilar
methods. First, presenting and imitating on the consequences of the “smart-
everything standard,” the occasioning proposal trade-offs and their related solicita-
tion to smart cities. Second, deliberating the probable of nonverbal communication
for notifying the design of spatial edges for AmI scheme observes is completed.
Third, replicating on the part of novel data groups such as “future data” and the
role of doubt and their inferences for the next generation of Aml environments is
done. Lastly, discussion on the advantages and gaps of the world’s major specialized
manufacturing communal exertion to expertise a worldwide criterion body on
morally associated enterprise for independent and intellectual schemes is done.

Mahdavinejad et al. [5] evaluated the smart urban communities using machine
learning techniques by observing information through IoT with the key motto of
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introducing scientific classification. It also showed how extraordinary strategies
are attached to the information so as to take away many data. Relating support
vector machine (SVM) on smart city traffic information was also offered for
an added thorough examination. Sianaki et al. [6] studied experiments, chances,
and investigation tendencies to speak the concerns connected to the statistics
era in three businesses of smart cities, healthcare, and transference. All three of
these productions might importantly advantage from machine learning and deep
learning methods on big data composed by the Internet of things, which is called
as the Internet of everything to emphasize the part of linked policies for data
collection. The afresh established deep reinforcement learning techniques and their
applications in smart cities are also offered and studied.

Kolomvatsos and Anagnostopoulos [7] defined the thought of a query controller
(QQC) to talk about a smart task for query tasks that engages machine learning by
considering two learning plans, namely reinforcement learning (RL) and bunching
on investigation. Hammi et al. [8] labeled the current and upcoming inadequacies of
smart city and IoT tradition for smart urban communities. Park et al. [9] studied the
importance of IoT advancements on the innovation guide investigation for a smart
city from their result, the central focuses and vital components for the flourishing
betterment of a smart city.

Righetti et al. [10] overviewed the predicted security, social, and moral arrange-
ment in a smart city condition using IoT. Nassa et al. [11] surveyed at shaping the
state-of-the-art main technologies, structure, and concern exploited to open ways to
direct approaching investigation and to sparkle fresh thought for different industrial
projects. Also, they discussed the momentous situation, and possibility lining this
tract. Saha and Auddy [12] proposed an idea how Internet and sensors can be
utilized to evolve a city to smart by connecting all of these smart characteristics
at their forward looking phase of IOT evolution. Patti and Acquaviva [13] depicted
the two conveyed IoT stages to change the vitality board in smart city through an
approximation of the quantity of vivacity-linked data-presented platforms.

Vijai and Sivakumar [14] deliberated the enterprise of an IoT system based on the
study on connected smart responses in the utilization of machine learning systems
to smart city which include water request estimation and water quality perception.
Mohammadi and Al-Fuqgaha [15] proposed a proficient framework to run over the
needs of smart city administrations, where the information is classified as labeled
information and unlabeled information. The framework uses a combination of
labeled and unlabeled statistics to meet the well-regulator policies instead of wasting
away the unlabeled data. They similarly explored in what way thoughtful protection
education and its adjustment toward semi-supervision can deal with the intellectual
side of smart city benefits and modified their execution by outfitting particular
utility cases in terms of smart urban communities. They included a few issues just
as promising upcoming investigation rubrics for including machine learning and
nonstandard state smartness into smart city administrations.

Vijaia and Sivakumar [14] designed an IoT system based on surveys executed
on related smart solutions with the psychological side of smart city benefits for
different territories of smart urban areas by taking a few issues as prosperous future
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research rules. Yue Xu [16] concentrated primarily on intelligent machine learning
applications meanwhile machine learning harvests IoT and those apparatuses an
intelligence to reflect the stretch called embedded intelligence. Neto et al. [17]
classified IoT devices as per their abilities, by running machine learning algorithms
and covering real doings that formalize the proposed classification. Caminh et al.
[18] introduced a smart trust management method, based on machine learning and
a flexible transparency window technique that mechanically deals the IoT reserve
trust, assessing service provider attributes.

Ruta et al. [19] proposed an agenda for semantic increased data mining on sensor
streams, susceptible to resource-constrained inescapable passages. It integrates an
ontology-based depiction of statistical arrangements of unusual thinking for fine-
grained occasion perception. The characteristic organization difficulty of ML is
activated as a source revelation by applying semantic matchmaking. A case study on
road and traffic analysis has permitted confirming the suggestion and obtaining an
evaluation in connection with the state-of-the-art procedures. Sarker and Sumathy
[20] focused on finding the flat of effluence in a particular domain and detect how
much more greenery has to be trekked in that zone. With its broad application,
they proposed a novel thought with a communal source in order to show the
involvement near the atmosphere and manhood to gain agriculturalists and others
in contaminated conurbations.

In the above literature survey, it is concluded with the school of thought that
the decision-making in all applications of smart city needs further improvement
in terms of accuracy for decision-making parts. Thus reinforcement of machine
learning could be the best solution for both supervisory and unsupervised part of
methods in smart city applications as it incorporated neural network techniques.

3 IoT Technology for Every Smart City

In every smart city applications, sharing information among the components of a
network in a faster cum intelligent way to the level of perfection by interconnecting
all devices in a seamless manner using IoT.

3.1 Smart Infrastructure

The important properties of smart urban communities, namely smart stopping, smart
lighting, and other transportation advancements, are illustrated as follows:

Connected Streets Smart avenues/streets can be fit for getting information and
conveying data and administrations to and from endless gadgets, which incorporates
data about traffic, street blockages, roadworks for improving open transportation,
and the urban perspective.
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* Foot-travelers/Public: In our cutting-edge world, decompression time is a ware.
This space enables individuals to easily occupy a space and to concentrate on
collaborating and associating with others.

* Local Businesses: Businesses flourish from the acquired intensity of their local
economies. By pulling in more individuals into open space and producing
valuable, mysterious information, businesses will form new bits of knowledge
into their local markets.

* Municipal/City Activities: Sensor-empowered information gathering, control-
lable intelligent lighting, and continuous data enable city governments to more
readily comprehend and address the issues of their networks, while guaranteeing
their security.

* Local Schools: Deliver additional learning chances for the students. Inexpensive
connectivity and technology possessions.

e Property Owners/Landlords: Upsurge demand for their possessions on the
street and thus advanced property values/rents.

Smart Parking and Traffic Management Traffic failures are the foremost issue
confronted by residents of a particular place. IoT gadgets can shore massively
in giving dynamic and smart arrangements ceaselessly against aggregate traffic
troubles and parking spots. The IoT gadgets can profit in sidestepping road-turned
parking lots so as to go in rush hour gridlock less occasions and stretch stopping data
about stuffed spots. IoT observed traffic signs and can work on vehicle thickness
rather than time groups. Stopping sensors can be the best decision in estimating
spare time, vitality, and gas outflows and keep up a simple stream of traffic.
Identifying free parking spots would definitely reduce traffic congestion in peak
hours by means of investigating on electrical car and bike distribution reproductions
at urban places. Smart parking management system plays a vital role in determining
the empty location for transport at various open spots. Figure 1 shows the top

Enhanced parking
Condensed Pollution

Combined Payments

Improved User
Involvement

Reduced operational
Charges

Fig. 1 Top benefits of smart parking
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Fig. 2 Traffic management and parking solutions

benefits of smart parking. In ground vehicle spying, sensors are key innovations
that give an advanced plan for the drivers to park their vehicles in the crowded
places like malls and theaters. The best way is to build remote sensors in parking
spots for sending information on the planning and span of the space utilized by
means of neighborhood flag processors into focal stopping the board application for
smart parking which decreases congestion, vehicle emissions, enforcement costs,
and mental strain of the driver. Parking is the groundwork of the smart city. A
parking solution can incredibly profit both the client and the owner. Figure 1 shows
the major benefits of smart parking. Figure 2 shows the traffic management and
parking solutions.

¢ Enhanced parking—With improved parking, users must contact to pursue the
constructive parking place which saves time, possessions, and exertion at the
same time. It will spring a correct policy to seal a parking lot and space to the
profitable and business beings. Henceforth, the road traffic will decrease.

* Condensed pollution—Best parking resolution automatically reduces hunt
hours, serving in low vehicle productions on a day-to-day basis which eventually
decrease the worldwide atmosphere.

* Combined payments—Recurring users can substitute everyday, physical cash
expenditures through account billing and application of expenditures through
their mobile. This could be also allowed the faithfulness of the customer values.

e Improved user involvement—A smart parking resolution will assimilate the
whole user knowledge into a combined act. Drivers’ imbursement, spot identifi-
cation, location finding, and time announcements all flawlessly develop portion
of the endpoint arrival procedure.
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* Reduced operational charges—Additional automation and fewer physical
action protects on work cost and supply tiredness.

3.2 Waste Management

In urban areas, the typical issue is to manage the bulk amount of wastes for
municipal bodies where people live larger in terms of people. IoT empowered
smart bins, trash clearance approaches, observing strategies for trashes would
aid hygienic and tidy cum green environment by emerging strategies motorized
through renewable energy-based solar-motorized devices to measure the obligatory
volume of trash baskets or bins. The process of waste management is discussed in
Fig. 3. For waste management systems in the method of biodegradable, e-waste,
nondegradable will have a role on saving our environment from further degradation
which has minimum effect on our eco-system. A part of smart city is to have a
smart water management system and IoT, and associated strategies enable smart
water management in the subsequent methods by proper portable aquatic observing
to monitor the excellence of tap water in the towns, efficient chemical trickle to
identify trickles and wilds of industrial unit in rivers, proper swimming pool remote
measurement to control the swimming pool circumstances remotely, effective
pollution levels in the sea to control the occurrence of leakages and wastes in the
sea, effective water outflows to detect liquid leaking outside tanks and compression
differences along pipes, and a smart river flood to monitor water level differences in
rivers, dams, and reservoirs.

Fig. 3 Process of waste
management
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Fig. 4 Security systems for
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3.3 Security Systems

The paramount concern of ensuring safety and security in overly crowded towns and
cities has been a tough task, and with expertise, it is possible to hint the suspected
undesirable rudiments in the forms of detecting the spot of fear and number of
shots or strike with individuals by IoT sound sensors, smart video reconnaissance,
smart streetlights, and most recent automaton innovation. Figure 4 shows an IoT in
security frameworks which can likewise help in proficient observing of open spots
like markets, shopping centers, airplane terminals, lodgings, metro stations, banks,
and medical clinics. They are absolute necessities in private and business structures.

3.4 Smart Energy Consumption

Technology utilization must on the one hand be at its peak level without
compromising the environment and on the other hand not affect the ecosystem
to make our lives easier by making use of characteristic assets as non-sustainable
power sources like petroleum, diesel, coal, and wood. To protect the fate of our
coming ages, nations classified resources into sustainable type of vitality like sun-
based, wind-based, and water-based. Instead of using lights like tungsten based or
gas lights, LEDs are the best choices, which do have the capability of reducing cost
and best on long life factor. In addition, the novel procedure of energy ingestion
will be associated with IoT strategies which initiate serving folks, public forms,
and productions to square the vitality metrics. In addition, the act of saving water
ingesting cumulative air quality, sewage disposal, and active power generation are
the essential ones. Figure 5 shows the types of energy sources like wind energy,
renewable energy, thermal energy, nuclear energy, and hydraulic energy.
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Wind energy

Renewable
energy

Thermal
Energy

Nuclear Energy

Hydraulic
Energy

Fig. 5 Types of energy sources for smart city

3.5 Healthcare Services

The desk-bound lifestyles of modern age have resulted different classes of illnesses
and fitness difficulties in urban populace irrespective of a progression in medication
and knowledge that enabled lifetime anticipation of humanoid existences. IoT in
well-being segment assistances in isolated observing, clever sensors, and movement
follower gadgets where smart urban communities want smart medical clinics,
which can follow patients remotely. To the other side from restorative application,
the production of viable development through better use of sustenance, vitality,
medical clinic squander board, stock administration, and so on, future smart
urban communities will be with legitimate well-being and health centers for their
inhabitants.

4 Smart City Paradigm and Its Applications Using IoT

The smart city paradigm illustrated in Fig. 6 shows how the essential smart city has
been interconnected with IoT applications effectively to sustain the surroundings
cleanly and greenly without affecting the ecosystem to make the human life
comfortably.
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Fig. 6 Smart city paradigm and IoT applications

4.1 Smart Energy

Since smart energy is one of the utmost significant investigation parts of IoT, it
is imperative to reduce the general influence depletion to provide superior and
reasonable ecologically approachable energy. The smart grid is one of the greatest
vital requests of smart energy which comprises numerous high-speed time sequence
statistics to observe important plans. Furthermore, the smart energy substructure
would develop extra multifaceted approaches in the future to optimize energy
resource consumption.

4.2 Smart Mobility

The important aspect of any city is keeping smart mobility that plays an important
role to progress the excellence of lifetime in the conurbation. Smart movement can
be alienated into the subsequent three main mechanisms:

* Autonomous cars: 10T plays a main role in identifying the belongings in what
way vehicles are ridden in order to improve vehicle services with the help of
IoT sensor devices and wireless networks which makes it probable to generate
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self-driving vehicles and observe vehicle concert. By smart applications of 10T,
the traffic spots can be detected to avoid running on that optimized run way that
enables to improve security and safety of the users by collecting data from cars,
road cameras, and security sensors connected on highways or roads.

e Community transportation: 10T can also be used to progress the community
transportation scheme managing through a precise location and steering infor-
mation to a smart transportation scheme.

4.3 Smart Citizens

This training circumstance for smart cities shelters an extensive variety of zones of
humanoids, such as conservational observing, corruption observing, and communal
fitness. The atmosphere with all its apparatuses is essential and vigorous for lifetime.
Subsequently, constructing development in knowledge is assured to enrich safety.
Neighboring watching keenly to criminality would else subsidize to complete
communal fitness.

4.4 Urban Planning

As the conurbation and atmosphere together show foremost parts in humanoid
lifespan, getting verdicts in this background is vital and time-consuming one. By
accumulating statistics from dissimilar causes, it is conceivable to mark a verdict
for the future of the metropolis. Taking resolutions distressing the metropolis
substructure, plan, and functionality is termed urban planning. IoT is helpful in this
zone; because of the finished smart city statistical investigation, the experts could
envisage which portion of the conurbation will be extra congested in the future and
catch the explanations for the possible difficulties. Amalgamation of IoT and urban
planning will require a foremost consequence on preparing imminent substructure
expansions.

4.5 Smart City Data Characteristics

Smart city maneuvers produce statistics in an uninterrupted way, demonstrating that
the statistics congregated from traffic, health, and energy management applications
would engender a substantial volume. Tallying, since the data generation rate
fluctuates for dissimilar maneuvers, meting out statistics through diverse group
charges is an experiment. Table 1 explains the smart city paradigm and IoT
applications.
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Table 1 The smart city paradigm and IoT applications

Applications Uses

Smart energy It is imperative to reduce complete influence feasting to
provide excellent and reasonable environmentally
approachable vitality

Smart mobility Keeping smart mobility that plays an important role to
progress the excellence of lifespan in the metropolis

Smart citizens Shelters an extensive variety of zones in hominid lives, such
as ecological observing, corruption observing, and
communal fitness

Urban planning Taking decisions distressing the conurbation infrastructure,
plan, and functionality

Smart city data characteristics | Produce statistics in an uninterrupted way, demonstrating
that the statistics congregated starting traffic, health, and
energy management requests would engender a substantial
volume

5 Machine Learning Concepts in Smart City

Data is the essence of the modern city being captured by sensors generating massive
streams of data that needs analysis. Artificial intelligence (Al) is the main technique
to transform this information into understanding by means of capture, inspect, and
analyze data to influence the whole thing from traffic and parking administration to
law implementation and city amenities.

Massive Data Management The majority quantity of data formed by IoT devices
can be enormous and rough to achieve in positions of development, communication,
or transmission and storage by following lack of standardization and interoperability
as the smart city must hold three core values. Figure 7 is shown a conceptual
construction of a deep reinforcement learning scheme.

— Livability: Cities that must offer hygienic, strong living environments deprived
of contamination and blocking through a cardinal substructure that brands
conurbation facilities promptly and suitably obtainable, whatever and wherever.

— Workability: Metropolises must deliver the allowing substructure in the form of
energy, connectivity, and computing, essential service to strive internationally for
great value jobs.

— Sustainability: Metropolises that arrange for facilities deprived of pocketing
from upcoming compeers and of course learnability, the impartial admission to
quality learning chances.

Big data and inexpensive computing also empowered the bang of artificial
intelligence (AI), program that absorbs in software applications subsidiary every
single characteristic of lifespan. Enhance aiding utensils similar to robotics, drones,
and independent automobiles as exposed in Fig. 8 to make the smart city out of the
complexities.
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Fig. 7 An intangible construction of a deep reinforcement learning system

Fig. 8 Tools to
transformation of smart city

Al solicitations are currently predominant in healthcare for identifying syndrome
and enlightening public healthiness, transport (traffic control), community security
by facial appreciation, manufacturing in terms of process control, and connected
promotion. The nine immense hard-hitting challenges directing in the smart cities
are unemployment, income inequality, privacy, algorithmic bias, access, machine
ethics, automation, humanity, and genome editing.

6 Big Data and IoT Changing a City into a Smart City

There are various conurbations in the world which are measured smart because
they have accomplished convinced parameters such as traffic and environment
management.

e The garbage containers should have a distinct card-based interface, and they will
grind only when chip cards are recycled to contact them. The generated data help
the planners to successfully define the disposal pattern and advocate solutions
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and also will carry the unwanted things to the treatment plants by sucking it from
the containers as garbage and then use them in energy production. Thus, the part
of air-polluting garbage trucks will be excluded.

e The RFID tags in all cars will help in the effective management of traffic in the
form of sending the data to the central monitoring unit, which will investigate it
to progress the traffic system. People can also get public transport information
instantly on their smartphones at all times.

* Smart street lamps measured by a central power grid can regulate their brightness
conferring to the sum of people in the area which will allow the city to
protect energy by switching off some lamps in the spaces where low population
attentiveness is noticed.

* Data mining will boost security measures, and kids will have distinct bracelets to
find their accurate site during tragedies.

7 Reinforcement Learning: An Introduction to the Concepts,
Applications, and Code

This section highlights the key concepts and terminology in reinforcement learning.
Reinforcement learning (RL) could be observed as a method which derives among
supervised and unsupervised learning. It is not harshly supervised as it is not
contingent on a set of labeled training data but is not unsupervised learning because
we have a reward which we want our agent to make the most of it. The agent
requests to invent the “right” deeds to yield in diverse circumstances to accomplish
its whole objectives. Reinforcement learning is the technique of better decision-
making. Reinforcement learning encompasses no supervisor, and only a reward
signal is used for an agent to regulate if they are performing well or not. Time is
a key component in RL where the process is consecutive with delayed feedback.
Each action the agent marks disturbs the next data it obtains.

7.1 Reinforcement Learning Problem

The important task in reinforcement learning technique is that the agent needs
to detect the decision by means of reward signal. The reward R is a scalar
feedback signal which designates how fit the agent is performing at step time ¢.
In reinforcement learning, it is a need to define the problem such that it can be
implemented to satisfy the phenomena called “reward hypotheses.” Reward is like a
prize for winning in a game and punishment is nothing but to lose a game. Here all
goals can be labeled by the maximization of estimated cumulative reward. Since the
process includes sequential decision-making tasks, the actions to sort out primarily
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Observation O Reward R, Action A,

Fig. 9 Reinforcement learning process

on may have a long-term consequence on the overall goal. Sometimes it may be
better to compromise immediate reward to gain more long-term reward.

7.2 Background Awake Reinforcement Learning Problems

Reinforcement learning process diagram is shown in Fig. 9. In reinforcement
learning, the agent receipts the decisions on which schedules to yield at each time
step A. The agent makes these decisions centered on the scalar reward R it receives
and the observed environment O.

The environment obtains the exploit from the agent and harvests a new observa-
tion O and scalar reward R. The things happen next to the environment depends on
the history. The previous H is a categorization of explanations, actions, or activities
and payments up to time .

H =A,01,Ry,... A, O, R, (1)

where

H; sequence of observations
O, new observations
R; reward

The state is the information for defining the belongings to ensure the next.
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S¢ = f (Hy) @)

where S is the state.
The important difference amid the history and state is that a function of the
history is known as state. The states can be divided into three key types:

e Environment State (S¢): The environment’s private mark and might not be
noticeable to the agent which is rummage sale to pick the next observation.

* Agent State (S%): The agent’s interior illustration and is rummage sale by the
agent to choice the next exploit.

o Information State/Markov State (S): Includes helpful information of the history
and henceforth assumes that for this state it will be suitable evidence to perfect
the future, and the history can be shown out.

Markov State A state S is Markov if and only if

P[Si+18:] = P [Ses1lSt.... 8] 3)
The condition is likewise isolated into completely observational condition and
partially observational condition.

* Fully Observable Environments (Markov Decision Process): Agent straightly
detects environment state.

0=5"=5° )

e Partially Observable Environments (Partially Observable Markov Decision
Process): Agent indirectly detects environment.

5 # 8¢ )

7.3 Reinforcement Learning Agent

The description to set up RL and in what way the decision-making procedure
has been well-defined. An RL agent can have one or other of the three major
mechanisms specifically policy, value function, and model as stated below.

e Policy: Agent’s behavior function which is a plan from state to action, and it can
be a deterministic policy or a stochastic policy.

Deterministic policy function:

a=mn(S) (6)



Reinforcement Learning Concepts Ministering Smart City Applications Using IoT 35

Stochastic policy function:

a=mn(s) = P[A; = alS = 5] @)

Value Function: Epitomizes exactly how worthy every state and/or action is a
prediction of future compensation.

U (8) = Ex [Ri41 + TRip2 + ToRiy3 4 - -+ |S; = 5] ®)

Sample value function

Model: Agent’s depiction of the situation, which predicts the situation to be
followed. The predictions are of the following state and subsequent instantaneous
reward.

Sample equivalence to forecast of the following state.

& = P[Str1 =518 =5, A =d] ©

ss’

Sample equivalence to forecast the next instantaneous reward.
RS = E[Ri11|S: =, A; = a] (10)

RL agents can be well-defined into the following kinds:

Value Based: Consumes no policy, picks actions voraciously founded on state
values.

Policy Based: Consumes no value function, uses the policy function to pick
actions.

Actor Critic: Practices together value and policy functions.

Model Free: Practices policy and/or value functions but takes no model.

Model Based: Practices policy and/or value functions and takes a model.

7.4 Problems within Reinforcement Learning

The two fundamental problems in sequential decision-making are as follows:

Learning: The environment is originally unknown, and the agent needs to
interrelate through the environment to progress its policy.

Planning: If the environment is recognized, the agent achieves calculations
through its model and then progresses its policy.

Since reinforcement learning is similar to an experimentation learning technique,

the specialist needs to gain from its understandings in the earth to make choices
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without dropping an excess of remuneration. It needs to think about misuse and
investigation with a harmony between investigating new data and utilizing realized
data to amplify compensate.

8 Optimizing Traffic Using Reinforcement Learning

As urban populaces goes on for a long span to create urban areas from spot
to put on the planet will fundamentally change the setup to experience their
normal business and eco-accommodating necessities. Less than impressive transport
systems can influence the earth through air contamination, clamor, and residue.
Modifying these systems can tip to a reduction in petroleum derivative admission
as voyage times are abbreviated and more advantageous air quality for natives.
Thus, solid transport arranges progression demonstrates a noteworthy job in the
urbanization and maintainability of the urban communities. Fundamentally, the
beginning of the urban traffic conveyance issue is in multicriteria-based leadership.
The reinforcement learning structure, in which a specialist obtains from a run of
the mill with ideal approach dependent on its condition, could bear the cost of an
advantageous procedure for algorithmic development and system upgrade. Every
accomplishment that the specialist would income will prompt a recompense or
discipline with the new perception of the state. Over its learning development, the
specialist will contemplate a conveyed directing approach that might take advantage
of the limit of the urban transport arrangement. This procedure could be saved as a
Markov decision process (MDP), which inevitably provides the greatest answer by
increasing point-by-point arrangement well ordered.

A Markov decision process comprises five key fundamentals as revealed under-
neath:

e §: The group of the states will possibly reproduce the situation with detailed
possessions.

e A: A set of actions might modify the position.

P(SA): The possibility of the state S varies below action A.

e y: The discount feature.

R(SA): The expected recompense that state S modifies below action A.

The perspective of the urban transport network is a fairly expedient and compos-
ite framework (the choice tree is difficult to assess, and numerous choices must be
set aside a few minutes), and it would be utilitarian without model reinforcement
learning strategy. For this situation, by practice Q-learning is done through capacity
estimation to get familiar with the best vehicle circulation technique for viable and
solid urban transportation.

Q-learning calculation is a perfect allowed reinforcement learning arrangement
ready to get an activity determination strategy for MDP. Q-learning calculations
crush with a general MDP as named below. The Bellman condition (Eq. 1) given
below extends the ideal strategy of secure progress likelihoods and accolades:
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Q(s,a) =R (S/) + YmaxQ (S/» a/) (11D

QO(s,a) is the rapid compensation R(s’) for manufacturing the movement in
accumulating to the finest usefulness Q for the ensuing state Q(s’, @’). For all state
and activity pair Q(s, an), esteem is instated to zero. At that point watch the current
states’ by recounting the accompanying advances:

 Elite an action and understand it.

* Accept instantaneous compensation R.

» Eyewitness fresh state’ s'.

* Inform Q(s, a) by the calculation overhead with the discounted reward y .
e Sets=y.

The Bellman condition assumes an essential job in reinforcement learning as it is
broadly connected amid approach appraisal. On the off chance that the Q capacity
can be effectively evaluated, a superior approach 7 (s) will build up the ideal strategy
and lead the activities as per Eq. (12).

w(s) =argmax Q (s,a) (12)

Through the Q-learning method, a combination of key potentials could be
separated, with the inducement for the state highlights, remunerate. The following
state highlights once it cooperates in recreation.

The essential capacity is to decrease the all-out foldaway period of each driver
in an established urban conveyance. In this manner, it could prompt consolidated
carbon dioxide outflows and declined non-renewable energy source utilization. The
remuneration of this procedure is developed since the allowed volume moderates
the complete foldaway period of the congregation of vehicles in the urban trans-
portation assemble. The activity, however, is fairly unobtrusive; it just includes
way determination. With a foreordained dimension of normal hold up times, the
operator will pick which vehicle to allot an entitled way for gathering course
improvement. The state highlights the properties that show the state of the traffic.
It needs to mirror the bustling dimension of the urban transportation arrange. So as
to accomplish this, a neural system may be connected to “read” the circumstance
of the transportation organizes. By blending reinforcement learning and a neural
system, the capacity to oversee the circumstance of the vehicle organize and
succeed the traffic could be improved as needs be. Reinforcement learning is a
favorable illumination to this trouble as it allows various prospects to circulate
the ideal course. With certain activities, the condition of the vehicle organization
can be modified, from which we can decide whether to remunerate or rebuff the
calculation with right properties. This is commendable for dynamic control and is
essentially proposed for the alteration of various situations. Keen administrations
are a fundamental area of understanding urban areas and the biological bases of
Internet of Things (IoT) wherever the vision overdue the societies is clutched and
enhanced over the tactile information. Up to a cumbersome amount of preparing
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information isn’t consistently sensible; thus, there is a need to consider surprising
techniques that incorporate unlabeled information too. Reinforcement learning
(DRL) has included incalculable achievement in various accommodation spaces. As
a contextual investigation of keen city applications, centers around savvy structures
must be connected, and indoor confinement is the preeminent module of shrewd city
administrations since individuals invest critical energy in indoor situations.

9 Conclusion

This chapter has presented the reinforcement learning concepts ministering smart
city applications using IoT. The initial section of the chapter focuses on the
smart city applications and its interconnection with the IoT. The later section
explained about the deep learning and reinforcement learning concepts related to
the smart city developments. In the majority of the cases, the basic issue for open
experts (typically, neighborhood, similar to regions) is the proficient administration
of information towards the help of novel administrations. The reason is that
examinations given over the gathered information will possibly care in the carriage
of fresh submissions that resolve encourage natives’ lives. Be that as it may, the
arrangement of examination requests insightful systems for the hidden information
the board. The most realized strategy is the detachment of enormous volumes
of information into various portions and its equivalent management to constrain
the essential period aimed at the conveyance of investigation. In this chapter, the
concept of reinforcement learning has explained the reward and punishment with
regard to the agent. It has also explained an intellectual procedure intended for
inquiry obligations that receives machine learning (ML). The goal of bringing a
well-organized frame to overhaul the decision production of the information in any
game or task with more complexities using mathematical function has been done
logically. Over a comprehensive investigatory assessment, this chapter has discloses
the benefits of the proposed models using reinforcement learning techniques that
played a vital role in efficient decision-making.
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Internet of Things Based Solutions M)
and Applications for Urban Planning iy
and Smart City Transportation

A. Suresh, R. Udendhran, and M. Balamurugan

1 Introduction

IoT is said to be the computationally augmented environment around us that sup-
ports the integration of physical world with the information world, which depends
on the ever-growing infrastructure of the internet through the active range over large
area and certain other smart sensors that include GPS, RFID, infrared sensors, laser
scanners, NFC, and accelerometers. 10T is defined as “the interconnection among
the exclusively detectable embedded devices, virtual, physical, and smart objects
[Interconnections made by targeting the environment as well as serves the best
advantage to the humans] with the help of the Internet Protocol version 6 (IPv6)
(internet infrastructure that has unlimited capability), communication modules,
embedded systems, and sensing-actuation capabilities” [1].

IoT serves in almost every application and promotes a fascinating construction
with the more sophisticated network, and the objects that are physically con-
nected could include railways, electric network, machines, goods, roads, animals,
appliances, plants, water system, construction, etc. It could be finely said that
the connectivity could be made among the machines, people, and places [2].
IoT technology integrated along with the Artificial Intelligence (AI) seems to
unlock huge opportunities in various fields that include adaptive energy systems,
autonomous vehicle, and smart healthcare [3]. These examples are considered to be
an existing one and still the opportunities with the integration of IoT and Al grows
tremendously in all possibilities including the industries and the consumers [4]. But
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this combined technology is not found everywhere around the cities although the
efficiency of Al along with the IoT nexus is readily available with the deployment of
hardware and software. Considering the fact of sustainability, scalability, and impact
factors of integrating Al along with IoT, significant collaboration and planning is
required. In the case of multiple ownerships, all partners are taken into account for
collaboration and planning [5].

The control could be lost by the cities to the academic institutions, private
companies, and even citizens in the case where the overarching digital master plan
could be confirmed by any city authorities since the solution offered by the IoT
is emergent. The question always arises in a way whether the sensors owned by
the academia, cities, or the business have the computational power in collecting the
raw data, filter out the necessary data by applying certain algorithm based on the
machine learning process? If this process is done, then what will be the necessity
for the process to be carried out?

More commonly, the sensor installed by these entities involves in collecting the
citizens and the infrastructure data either by the approval explicitly. The perfor-
mance based on the outline of the citizens could be done through Al depending
on the data they offer that could promote advancements in the cities and also the
citizens or either it could be utilized for the profit of the corporate. Certain barriers
should be crossed in order to succeed in achieving the deployments of the cities.
Commonly, the only target is to inform Al through the data gathered by the IoT
in the real-time process. At certain times, the generation of data is the most main
part that is done by several elements and this could be employed in a deliberate
way. Certain challenges are also faced in the urban service sectors (transportation,
healthcare sector) by promoting Al with the IoT.

For example, consider city x that consists of ten lampposts traffic counting
sensors. In this case the physical sensors are being manufactured by company A
and the other company B provides the edge computing software and company C
promotes the hosting and centralized data management. The planning permission is
granted by the Local Authority Y and certain politicians Z based on the analytical
decisions.

The strategy should be defined with the use-cases so that the measurements could
be customized, planned and considered before the deployment process takes place.
Without this strategy, the output will be pool of raw data with the other business
content whose use will be a great challenge [6]. The areas that deal with the security,
privacy, ethics, and legality form as a core field with the higher priority rather than
the technical insight. Moreover, the city authority could get benefit from the machine
learning along with the Al. For instance, reduction of accidents due to the traffic
and enhancing the transportation and quality of air are the high demands by the
agenda. These challenges could be answered when the right information with the
intelligence based goes into the hand of the empowered authorities and the necessary
actions could be taken by them. IoT generates significant and necessary data and
with the AI algorithm the data could be considered at the sufficient volumes and
makes use of the Al algorithms [7, 8]. For the authorities to act on the AI/IOT nexus,
proper impact should be necessarily considered, and the power should fall on to the
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Fig. 1 IoT in smart fleet management

right hands. In the context of cities, change of policy will necessarily derive the
values or potential decision could be made by the independent decision maker. For
instance, [oT is integrated in fleet management for enhanced performance as shown
in Fig. 1.

Citizen-focused and test-driven approaches make sure that the end scenario is
one that has been tested with the public along the way, and not just imposed
upon them. After this significant experimentation, the theories could be tested with
the stakeholders and then implementing it in the small scale without any huge
investments [9]. This could give a massive lead along the technology as well as the
techniques adapted and further deals with the effective discussion of citizens [10].

2 Gearing Up for IoT-Based Electric Vehicles for Urban
Planning and Smart City

The survey taken at the year 2016 states that 17% of the diesel vehicle has lost its
sales due to the extreme pollution that could be hazardous when compared to the
petrol vehicle [11]. The toxic gases that are emitted by these vehicles are as follows:

Carbon monoxide (CO): Oxygen plays a key role in our body. With the inhalation
of carbon monoxide it could block the oxygen carrying capacity that could affect the
most important organs of our body. Extreme emission of CO could be dangerous and
should be controlled. But a limited emission could save the normal people but could
affect those people suffering from the heart disease.

NOx (oxides of nitrogen including nitrous oxide and nitrogen dioxide): This
could extremely affect the lung functionality causing illness in breathing. Extreme
exposure to these gases could cause asthma and other allergies to the lungs. Nitrogen
dioxide (NO2) could affect the environment that could cause acid rain and ozone
depletion [12].
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Particulate matter: According to Dr. Matthew Loxham, a research fellow in
air pollution toxicology at the University of Southampton says that these fine
particles are extremely dangerous that could cause heavy respiratory disorders and
cardiovascular disorders. More than 29,000 deaths have occurred in the United
Kingdom due to this fine particle emission.

Hydrocarbons: This could be extremely carcinogenic and leads to death. In fact,
this could also result in the formation of greenhouse gases.

The above pollutants are caused by either diesel or petrol vehicles. Plug-in
electric vehicles could save us money as well as reduce pollutants [13]. There are
many advantages of using EVs that reacts much faster with the internal combustion
engines [14].

Certain advantages are caused due to the operation of fleet rather than fuel vehicle
[15]:

* Electric vehicles (EVs) react quickly. It has a very good torque and extremely
responsive.

* EVs charging is user-friendly. Just like plugging a smart phone the vehicles are
connected. Moreover, we can able to monitor the amount of charge taken by our
vehicle.

* The cost of the fuel is highly controlled using IoT-based electric vehicles since
we could charge the vehicle using any form of renewable sources from solar and
wind.

* Electric train for smart urban transport: Electric trains are environmental friendly
when compared [16]. Since the components of the electric vehicle are reduced
say for example, it has only electric motor. They do not require any replacement
of fuel. In fact, features like regenerative braking reduce wear and tear on basic
vehicle components. Recent survey says that a typical fleet that uses electricity
reduces 50 percent of its cost for the maintenance purposes.

3 Sustainability Maintenance

The beneficiaries should be considered in mind before developing the Al and IoT
enabled solutions for the public realm. The experimental development deals with
the testing of minimal viable product with the early adaptors before developing it
in the lively passion [17]. Moreover, emission of certain toxic gases could also be
reduced, thus providing an improvement to the environment [18].

A report estimates that the electric vehicle drivers of the trucks are more satisfied
in their job by having a smooth ride and they appreciate in the non-emission
of gasoline, thus encouraging a cutting-edge technology. This also encourages in
recruiting new employees for transportation. Although some advantages overflow,
certain drawbacks tend to reduce the efficiency. Normal commercial fuel vehicles
could run more than 300 miles in a full tank. But it is impossible for EVs that could
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run only 100 miles when the fleet runs out of charge. Full recharge of the electric
vehicle could last for 8 h [19].

Auditing, in common, is a disciplined assessment that involves analyzing, testing
and affirmations of events and disciplines whose objective is to confirm if the
organization obey with authorized necessities, interior policies, and established
practices. The main purpose of the audit was to decide whether the Department
of Energy has successfully as well as resourcefully reorganized its fleet vehicles
to execute sustainability creativity at preferred venues [20]. Certain principles are
followed by the sustainable fleet management that tries to reduce the environmental
impacts by confirming the usage of cleaner vehicles, fuel-efficient process and
driving as well as it sustains its task by controlling the traffic caused by the vehicles.
In doing these activities, the fleet tries to reduce the usage of fuel and the cost of
the vehicles and enhances the safety and benefit of workers. It also minimizes the
troubles that could cause a blockage to the fleet [21]. These typical strategies could
help us in maintaining the policies and certain conditions within the organization.
For instance, efficiency of the business administration, safety as well as healthy,
equal opportunities as well as enclosure, and community social responsibility (CSR)
could be maintained. Moreover, the organization comes forward to report the
amount of carbon emission from their vehicle during the time of transportation
that could be reported in the form of Scope 3. The IoT-based sustainability fleet
management could be followed based on three main strategies:

Demand management in the smart transport This particularly aims in the distance
the fleet must travel. Moreover, the weather condition of the route could also be
noted so that the responsible person could nominate a vehicle enough for the
transportation, therefore reducing costs as well as effective delivery of goods. In
fact for a shorter distance and less transportation goods size of the fleet could be
reduced, which involves in saving the fuel effectively [22].

Sufficient technology and fuel usage This particularly aims in reporting the lowest
emitting fuel vehicle. Vehicle which is highly maintained that could consume less
fuel for miles and miles of distance could be preferred. In this case, the electric fleet
could be used that could be more economical and in fact usage of bio-fuel for this
purpose is also appreciated [23].

Measuring the efficiency of the fleet This aims in testing the effectiveness of the
vehicle. The key role players of this domain are the drivers who are in-charge of
that fleet. They should maintain the fleet that involves in cutting the fuel emissions
and running costs. Certain principles could not be followed as per the desired
requirement. But when an audit enters into a fleet industry, these reports should be
necessarily maintained [24]. The key role played by the sustainability audit manager
in certain criteria is shown in Fig. 2 given below.

IoT-controlled environmental auditing is necessarily a management tool for the
environment that could rely on purely monitoring the environment with the certain
basis of standards and criteria. Based on the classification of the standard and
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Fig. 2 Key areas concentrated by the IoT-based sustainability transport

the audit’s focus area, they can be classified widely [25]. Every industries and
organizations have understood the real necessity of environmental impact and they
understood that the report could be checked out by various concerned parties.

The key role played by an IoT-controlled environmental audit involves the
following key factors:

¢ Investigation
¢ Understanding
* Identification

With the help of these reports, the existing activity performed by the person or an
individual could be reduced with the report generated and this could be very helpful
for increasing the ambience of the nature. The audit is responsible for making a
clear documentation and report in a systematic manner regarding the impacts caused
by the fleet due to the environment. The reasons due to the audit are that people
could understand the issue and also legislation could take necessary action when the
happening goes out of the control [26].

Both the audits work for the welfare of the environment. Only certain variations
could be found in both. The documentation done by both the audit could be publicly
revolved. Sustainability audit plays an important role in the maintenance of fleet.
They play different role in analyzing the fleet that could be sent for different
transportation purposes with their complete documentation [27]. But this is not
bothered regarding an IoT-controlled environmental audit who adds just an impact
of the environment by the fleet. But travelling 200 km a day in the electrical vehicle
could be quite difficult since at times we could run out of charge. Popular Mahindra
Reva €20 could travel at 120 km per single charge. EVA created through TUM create
project, a collaboration between Germany and Singapore, could travel 200 km with
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the operation of the air conditioner. Let’s consider the commons that could be found
in using the electrical vehicles.

At the year of 2009, the UK government launches a new rule of using electric
vehicles and other vehicles that greatly supports in the decarbonization process.
High quantity of emission of substance, for example, carbon monoxide that has
been in a high rate of about 1.0 g/km for petrol and 0.5 g/km for diesel could
cause severe health hazard. Moreover, the loss that could be caused was about
85 £/ton. According to the estimation, this results in the heavy economical loss. The
Commons BEIS (business, energy & industrial strategy) committee has declared
that the committee involves in launching an investigation into electric vehicles
(EVs). This is being operated according to the norms of the government that tries to
phase out the petrol and diesel vehicle within the year of 2040 [28].

Meanwhile the external costs that could involve in this decision involve the
degradation of certain natural resource that could result in the production of electric-
ity. Company must be aware of certain criteria that could help them in maintaining
the financial savings and it could improve the quality of the organization. It has been
estimated that £19.50 will be the total cost for the expenditure of electricity, where
£84 and £70 are for the consumption of petrol and diesel for travelling 1000 km.
This estimation seems to be extremely cheaper when using electric vehicle for
travelling. We use batteries for the storage capacity, and this could be reported
in terms of kilowatt/hours. Generally commercial EVs are provided for a steady
driving of about 3—6 h. This timing could change depending on the driving. Batteries
are generally packed which consists of individual cells. This could include several
wirings and certain electronic tools. These batteries vary in their shape based on the
power consumption. This could be an external cost making factor. Another one to
be considered is that typical charging of the vehicle needs time for electric vehicle
where else this is not required for either petrol or diesel type vehicles that involve
just filling the tanks [29].

These the factors that must be considered in using IoT-based electric vehicles.

3.1 Cutting of Coal and Natural Gas

Electric vehicles generally depend on the coal and natural gas. When the govern-
ment of UK tries to reduce the usage of coal and gas for electricity production,
then that could be a greatest impact. However, the next upcoming list of fuel is
the nuclear source. This could be levelled with the nuclear resources. According to
the estimation of the year 2015, 2016, and 2017, usage of nuclear fuel for power
production has been in the same state. Nuclear energy could produce a greater
amount of electricity when compared to the coal and natural gas. Moreover, solar
and wind energy for power production could also be encouraged in a highest rate
[30].
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3.2 Principle of Multi-criteria Decision Analysis

The MCDA is a new method of decision-making and analysis purpose for selection
of project that exerts difficult socioeconomic benefits. This could also be stated
as multi-criteria decision-making that concerns with the structuring and decision
solving as well as planning problem that leads to multiple decisions. In this analysis,
the individual judgement could be taken individually, and it could be evaluated
in the fitting dimensions. These criteria must be prejudiced between each other
since they are given with the equal priority. Obtaining the weightiest decision could
need maximum liability as well as proficiency from the decision-makers since the
decision has substantial authority on the consequence of the assessment.

MCDA could deal with the extensive field of research operations and the
developers of MCDA should understand it as being different in evaluation approach
compared with the economics-based CBA. This analysis criterion has evolved as
an idea at the year of 1988 since there continued a circumstance where market
price played a key valve and the involvement of evaluation criteria was not under
establishment. This involves in combination of two aspects that added market
price with the effective resource allocation. But this idea did not work well since
there was no proper plan made for the evaluation which resulted in the market
failure. This problem was well satisfied and solved with the help of multi-criteria
decision-making that made a theoretical evaluation. Their major concentration and
consideration involve in the problem solving as well as finding out the problem
causing factors. This is an engineering approach but not economic approach. Thus,
methods proposed in MCDA/MCDM supported a preference structure showing
favorites on the different criteria.

The following steps are to be considered in the MCDA:

* Determining the objective of decision-making process.
* Selecting appropriate parameters for the decision.

* Alternative selection.

* Representation of important weighing methods.

* Aggregation method.

* Result of aggregation-based decision-making.

3.3 Determining the Objective of Decision-Making Process

First the general statement should be given to the decision-making. Here our
objective is to replace the petrol and diesel vehicles with the electrical vehicles.
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3.4 Selecting Appropriate Parameters for the Decision

The decision that we chose should be consistent with other decision. Moreover, it
should be extremely independent. It should fall under the same category and the
decision selected should be feasible. The focus is that it should not mingle with the
other alternatives [31].

3.5 Alternative Selection

When the criteria are not feasible, then an alternative should be taken as a backup
element. This alternative should satisfy the following criteria:

It should be readily possible.
¢ It should be a real one but not ideal.
¢ Possible alternative must be chosen.

3.6 Representation of Important Weighing Methods

The methods adapted under these weighing criteria could be either compensatory
or outranking. The example that comes under compensatory involves Analytical
Hierarchy Process (AHP), Fuzzy Multi-Criteria Decision-Making Process (FDM),
etc. The outranking methods could include certain elimination process such as
Elimination and Choice Expressing Reality (ELECTRE) and Preference Ranking
Organization Method for Enrichment of Evaluations (PROMETHUS).

3.7 Aggregation Method

The process of aggregation will select the best alternative option from the obtainable
options. According to a fleet management, it could be a product or an average or a
function that highly involves in improving the alternative option [32].

4 An loT-Based Solution to Enhance Intelligent Traffic
Lights Management Employing Programmable Logic
Controller

A programmable logic controller (PLC) plays a vital role in the field of micro-
processor. It is very simple and easy for the users to handle since it could
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consist of hardware and software components which could handle all the industrial
components, and the work of the engineer is to program the PLC using ladder logic
which could do certain type of automation and control in the industrial equipment.
The greatest advantage of using PLC is that they can be reprogrammed depending
on the user who handles it [33]. They have an astounding effect on the automation
since these PLC components are highly flexible and reliable at their implementation
stage. Since the functionalities of the micro-controllers have been increased, their
reduced cost had increased their scope and made it to be used in the variety of
fields. PLC had been used in the field of hydraulics to control fluid flow in the
place of electromechanical relays. In recent days, programmable logic controllers
are established into an erudite and largely flexible component in the control system
that can perform complicated mathematical calculations as well as work in a faster
speed. Some leading PLC manufacturers are ABB, Allen Bradley, Honeywell,
Siemens, Mitsubishi, Modicon, etc.

In the electropneumatic system, the output is said to be the movement of
solenoid. This could be done either by using relays or with the help of PLC. The
work of the relay is to get the input signal from the various sensors and perform
the function of normally opened or normally closed operation. With the movement
the solenoid is operated. This could also be done with the help of programmable
logic controllers. The required logic diagram is made with the certain timers and
sequential operation. At last the signal is provided to the solenoid to the final control
element to carry out the operation at various cylinders.

Control system acts as the constituent division in this industrial world. The
necessity of the control system is to automate the process without the need of
the human intervention. This could avoid some human error during the process.
This automation process could be greatly supported with the PLCs which could
be used in the process of designing, testing, and optimizing the process. The
basic advantage of automating a system: increase in the production, maximize the
accuracy, promotes safety to the environment.

4.1 Electropneumatic Controllers

There are three main steps involved in the electropneumatic controllers: (1) Input
devices, which could consist of various sensors and the signals obtained from them
are transferred to the relays and controllers. (2) Signal processing devices that
consist of set of relay switches or PLCs and finally (3) Output devices that activates
the solenoid to make a mechanical movement and these output devices can be an
alarm or some indicators. The electrical devices used in the controllers could be
push buttons, limit switches, timers, relays, solenoids, temperature and pressure
switches. A sensor such as proximity sensors which is used in the indication of the
certain thing and various electrical counters are also used. This controller combines
the electrical and pneumatic technology, which is largely used in much application.
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Either AC or DC source signal is applied here. Compressed air is used in this process
as a medium of working. The operating voltage is around 12-220 V.

4.2 Programming a PLC

Programming a PLC is not a complicated task when the enough programming
technique is adopted. Many concepts can be used to enter a program in PLC:
(1) Draw a ladder logic diagram, (2) Functional blocks, (3) Various Boolean
expressions based on the low level, (4) High level programming language. But
the most commonly used method is the ladder logic diagram which is an easy
and efficient approach. This ladder logic could consist of programming logic in
a way identical to the switching circuit. With the help of certain conventions, the
ladder logic is converted into PLC ladder diagram. With the help of the cathode ray
tube and the keyboard, we can integrate certain components into a logical ladder
program. The input switches, relays are indicated in the form of a contact switches
and the solenoids, relays, counters, and timers are denoted as coils in the PLCs.
Each step of a ladder program is denoted as rung. The program must place the
necessary contacts and coils depending on the process. This could be verified rung
by rung and the result could be displayed in the CRT screen. The PLC ladder logic
has two vertical lines which are also termed as rungs which are supplied by a
positive voltage in the left side and zero voltage at the right side. The horizontal
lines (rungs) are in the middle of these vertical rungs which are the process of
the automation and the process could be carried out depending on the horizontal
rung positions. Between these two sides are the horizontal rungs for the assumed
power flow. Various operations are carried out in a PLC ladder diagram and they are
arithmetic operations, timer operations, PLC bit logic operations, and comparison
operation.

NO Contact of PLC: The representation of NO contact is to scan the input signal
ON (1) in the specific bit address. When the signal is ON, then the switch tends to
close and performs the operation. Shortly we could say that NO switch is opened
normally and when the power flows it will act as a closed switch.

Contact of PLC: This is exactly the opposite of the NO switch, which will scan
the input signal OFF (0) in the specific bit address. When there is no signal, then the
switch tends to remain in the closed position which gets opened when the signal is
turned ON.

4.2.1 Push Button

A push button plays a major role in starting and stopping an operation. This could
be indicated by an open and closed switch in a PLC diagram. There is also manually
operated push button which could be used for some emergency circumstances.
The functionality of the push button is to move the position of the actuator into
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housing. This is supported by the spring mechanism which could open or close the
contact. There are two types of push button, namely, momentary push button and
maintained contact push button. Momentary push buttons will come to its actual
position once the button is manually released and the maintained push button which
is mechanically latched has a certain latching mechanism to hold its position. The
push buttons can be categorized as normally opened (NO), normally closed (NC),
and change over (CO) type. At the position of NO the switch is opened and during
the actuator action the contacts are closed which could permit the flow of air. At
NC position the air is forbidden in this position and during the actuator position the
contacts are closed. Below Figs. 3 and 4 represent the position of the push buttons.

Limit Switches: Programming a PLC is not a complicated task when the enough
programming technique is adopted. Many concepts can be used to enter a program
in PLC: (1) Draw a ladder logic diagram, (2) Functional blocks, (3) Various Boolean
expressions based on the low level, (4) High level programming language. But
the most commonly used method is the ladder logic diagram which is an easy
and efficient approach. This ladder logic could consist of programming logic in
a way identical to the switching circuit. With the help of certain conventions, the
ladder logic is converted into PLC ladder diagram. With the help of the cathode ray

Fig. 3 Operation of push button when it is normally opened

Fig. 4 Operation of push button when it is normally closed
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tube and the keyboard, we can integrate certain components into a logical ladder
program. The input switches, relays are indicated in the form of a contact switches
and the solenoids, relays, counters, and timers are denoted as coils in the PLCs. Each
step of a ladder program is denoted as rung. The program has to place the necessary
contacts and coils depending on the process. This could be verified rung by rung
and the result could be displayed in the CRT screen. The PLC ladder logic has
two vertical lines which are also termed as rungs which are supplied by a positive
voltage in the left side and zero voltage at the right side. The horizontal lines (rungs)
are in the middle of these vertical rungs which are the process of the automation
and the process could be carried out depending on the horizontal rung positions.
Between these two sides are the horizontal rungs for the assumed power flow.
Various operations are carried out in a PLC ladder diagram and they are arithmetic
operations, timer operations, PLC bit logic operations, and comparison operation.

Limit switches are like the push button and the contradictory performance is
that the push button is manually operated, and the limit switches are said to be
mechanically actuated. The switch performs with the position of the fluid which
could be a piston rod or a motor shaft. The limit switch provides an electric signal
that provides an applicable system response. The limit switch is classified into two
types based on the actuation of the contacts: (1) Lever-actuated contacts, in which
the contacts operate at a very slow rate and (2) Spring-loaded contacts that make the
contacts to perform expeditiously.

4.2.2 Pressure Switches

Pneumatic-electric signal conversion is done with the help of the pressure switch.
The work of the pressure switch is to detect the transformation of the pressure
change. With this information the electrical switch will be opened and closed when
a prearranged pressure point is attained. Diaphragm or bellows will act as a pressure
sensor. The change in the pressure is detected by the diaphragm which is in the form
of a plate that contracts and expands. In this similar way, the bellows also react to
pressure change. The pressure that comes through the inlet is noticed and when this
pressure reaches a limit then the diaphragm or the bellows will expand which will
make a spring-loaded plunger to break/make the contact.

4.2.3 Solenoids

In the electropneumatic controllers, the control valve which is electrically operated
to actuate is the part which forms as an interaction layer. The important activity of
the directional control valves is to regulate the supply of air (i.e., it should either
switch to ON or OFF position), compression and rarefaction of the cylinder drives.
This switching operation could be made possible with the help of the solenoid. The
mode of operation is of two types: (1) Spring valves which return to its position until
the power supply is provided to the solenoid. (2) Double solenoid valves cling to the
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finally operated state although when the solenoid is not supplied with the voltage.
During the first step, every solenoid will not be energized and hence the directional
control valve does not operate which make them inactive. There is no beginning
position for the double valve since it will not return the spring to its position. The
operating voltages of every solenoid are 12 V DC, 12 V AC, 12 V 50/60 Hz, 24 V
50/60 Hz, 110/120 V 50/60 Hz, 220/230 V 50/60 Hz. The numerous ways in which
the solenoid operates are of the following: (1) 3/2 way single solenoid valve, spring
return. (2) 5/2 way single solenoid valve, spring return. (3) 5/2 way single double
solenoid valve.

4.2.4 Relays

This is a very simple device which could withstand any harsh environment and these
relays are said to be electromagnetically operated. These relay switches act as a
signal processing device. The relays are designed in such a manner to withstand the
heavy power surges which could cause damage to the circuits. The system consists
of the coil core through which the voltage is applied. This coil converts the electrical
power into the electro-magnetic energy which will attract the armature towards the
winding. The armature will actuate the relay, making it to be in the open or closed
position. Depending upon this operation, the system provides the output. There is
a spring attached in order to return the armature to the initial position. There is an
interlocking capacity supported by the relays. This interlocking capacity will avoid
the instantaneous switching of relays to ON and OFF. The relays are indicated by
K1, K2, and K3. The relay contact with their operation is indicated in Fig. 5 given
below.

Return Spring

Rel il
Sy ool 12 14 22 24
Armature Al
A2 11 21
Insulation
Coll core
Contact terminals
A1 A2 4 2 1

Fig. 5 Cross-sectional view of relay
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5 IoT-Based Timers for Smart Traffic Lights Management

Timers for traffic lights play a major role in the smart transportation. In the
pneumatic process when one side of the cylinder expands then the other side should
contract, and this process is done successfully with the help of timers which could
provide certain delay in the time of expansion and compression. Every control task
which is automated needs a time to perform perfectly. These time delays find their
own memory spaces in the system. The representation of the timer circuit purely
depends on the manufacturer. The timer implemented in the PLCs is in the form of
the software module and it could provide the digital way of representing the timing.
The typical PLCs could have timers with the bit address of 64, 128, 256, 512, and
many more. The timers in the ladder program could be indicated as T1, T2, etc. To
explicitly reset timer, the logic of 1 should be applied to the reset port. The timers
are of two types, namely, on-delay timer and off-delay timer. When the signal is
received in the start input signal, the timer will be in the ON state. The output signal
changes from 1 to 0, till the preset timing is attained (there will be a delay in the
timing operation). When the signal reaches a preset timing, then the output will be
changed from O to 1. The function of on-delay timer is described in Fig. 6 given
below.

5.1 Off-Delay Timer

This is exactly the opposite of the on-delay timer. When the start input is provided
with some signal, then the timer starts to operate and gives the output 1. When the
result logic changes from 1 to 0, then the timer will not stop at a sudden. There is a
delay in their off time till a preset time. When this time is reached, the output will
change to 0. The function of off-delay timer is described in Fig. 7 given below.

Fig. 6 Circuit diagram of
on-delay timer with their
timing variations
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Fig. 7 Circuit diagram of off-delay timer with their timing variations

Fig. 8 Circuit diagram of up
and down counter

5.2 Counters

The count of the events and the particles kept to the process is indicated with the help
of the counters. The controllers should be operated with the help of the counters. For
instance, let’s see the bottle filling mechanism. The counter counts the number of
bottles which is to be filling with the solution. When the conveyor belt moves, the
counter counts the bottles kept in the conveyor belt. This could be used in the place
of a sorting device. There are two types of counters: (1) Up counter—in this counter,
the accumulator value will be increased to 1 how long the input is set to true. (2)
Down counter—this works by decrementing the accumulator value until a preset
value is reached. The circuit diagram of up and down counter is shown in Fig. 8
given above.

5.3 Memory Elements

The transitional values are placed in the memory elements. They are represented
as flags. The operation is performed by set and reset coil in the ladder diagram.
Figure 9 shows the set and the reset coil. Let us denote the output as D. When the
switch A gets closed, then the latch sets itself to logic 1 and the output will be 1.
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Fig. 9 Ladder logic diagram
to indicate the latching
function

This output remains until the switch B performs its operation. When the switch is
opened, then also latching operation is continued. When the switch B gets opened,
then unlatching process takes place which will set the output D as 0.

5.4 Replacement of Equipment with the Ladder Diagram

Relays are said to be an electro-magnetic switch and here we’ll get into a small
example of wiring a relay circuit into a ladder diagram. This is very necessary since
the PLC does not understand code. Many PLCs convert the ladder diagram into
coding. The following are the steps to be carried out.

Step 1: The PLC does not care about the external equipment and devices. These
devices should be indicated by ladder symbol. For instance, the input devices are
not cared by the PLC. Either it analyzes whether the given input is ON or OFF and
the process it does is considered.

Step 2: The input voltage is very necessary. The AC supply is not considered.
Rather the voltage is considered with is indicated in the form of two vertical bars
(rungs) for the positive voltage and the ground.

Step 3: This could be indicated in the form of a circular symbol. This could be a
bell or an alarm or a motor.

Step 4: We must indicate whether the PLC is loaded (which means addressing a
device). Then the process is done rung by rung in a horizontal manner. These could
be seen in the modicon equipment. The program does its operation and we can set
the switch to automatic or manually operated depending on the user who handles
the equipment. This is purely based on the engineer who handles it. He should have
the entire knowledge regarding the PLC.

Step 5: Other than this we have temperature switch which could sense the
temperature. These switches can be wired either normally opened or normally
closed depending on the temperature variations. Other than these, sensor plays a
major role in the field of PLC.
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Fig. 10 PLC wiring with the ladder logic of a pneumatic controller

The pneumatic controller with the implementation of the smart traffic is quite
easy since it reduces the size, is very easy to maintain, user friendly, reduce
costs burden, easily programmable as shown in Fig. 10. Although we have some
difficulties in finding the error and wiring becomes a challenging task, this is
very rugged to certain temperature and vibrations. Smart traffic management and
monitoring of congestion has become very important in many countries and has
spawned the need for management schemes such as traffic lights and efficient land
use. With regard to traffic lights, there are mainly two strategies that are used:
fixed and real time. The former works with preset timing, and the duration of the
signal displayed on the light is preset from experience giving no consideration to
the current status. The latter relies on real-time conditions of the road; decisions of
how to manage traffic lights are based on the prevailing traffic parameters such as
count of cars, their speeds and direction.

6 Conclusion

Smart way transport recognizes the operators of the transport system and shippers
who help them in improving their environmental facilities by certain measures.
Those operators should involve in cost savings and fuel efficiency to improve the
smart urban planning strategy once in 3 years. Through the process of information
exchange, certain intelligent functions could be achieved by IoT through the process
of detecting, tracking, learning, communicating, connecting, tracing, monitoring,
searching, evaluating, controlling, operating, planning, repairing, and managing
things.
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Trust Based Data Reduction in Sensor M)
Driven Smart Environment ke

N. Karthik and V. Ebenezer

1 Introduction

Our environs will slowly change into smart environment, where smart intelligent
sensors and actuators are installed to execute their task autonomously. Smart
environment includes effective monitoring and protecting the environment with
the help of sensors. Wireless sensor network (WSN) is capable of collecting data
from environment, processing it and taking decisions in real time [1]. Sensor nodes
are often deployed in smart environment to assist monitoring and protecting the
environment. Large quantity of data is brought from sensor nodes periodically for
smart environment. One of the biggest issues in sensor network based application is
resource restriction. Sensor nodes are equipped with small battery, small computing
device and low power radio antenna for monitoring physical and environmental con-
ditions. Uninterrupted transmission of generated data between source sensor nodes
and sink node needs higher battery power. Energy needed for data communication is
higher than the energy needed for processing and sensing. To decrease the resource
consumption of sensor nodes, we can minimize the number of data communication
between node and sink node [2]. Data reduction is one of the techniques used for
minimizing the number of data communication and thus decreasing the resource
utilization [3]. Data reduction process is assorted into three categories, namely in-
network processing, data aggregation and data prediction.

The aim of in-network processing is to decrease the amount of data while
travelling through intermediate nodes towards sink node [4]. Data aggregation is the
procedure of summing up of data from similar nodes and transmitting aggregated
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data to sink nodes thus reducing the number of data transmissions. Data prediction
is the process of predicting the future upcoming data by constructing the prediction
model from history of data. The model parameters are shared to sink node for
dual data prediction scheme and thus reducing the number of data transmission.
All three approaches of data reduction techniques focus on reducing the number of
transmissions [2-21]. None of the approaches focuses on data quality, trustiness of
data and intermediate node/aggregator before performing data reduction operation.
Malicious attacks, trustiness of data, and node are considered in proposed trust based
data reduction technique to increase the reliability of the application.

1.1 Contributions

The main contributions of this chapter are given as follows: (1) We constructed a
trust based data reduction scheme for data prediction to ensure that only trustworthy
nodes and data are considered for prediction process. Further, the trust based data
reduction scheme is constructed to prolong the lifetime of application by avoiding
the unwanted data transmissions. (2) We conducted extensive set of experiments
with real sensor data to show that the absence of trust mechanism in data reduction
process will reduce the lifetime of the application. (3) The results show that the
proposed scheme treats the untrustworthy nodes, malicious nodes, untrustworthy
data and missing data effectively.

1.2 Motivations

(1) Data transmission is widely believed as the dominating energy consumption
factor in sensor nodes than sensing and data processing. Ninety-four percent of
energy is consumed on an average for data transmission in standard sensor node
[19]. (2) Three to sixty percent of real sensor data were found to be faulty in many
real time sensor applications [18]. (3) Real time application suffers from notable
data losses [17]. (4) The presence of untrustworthy nodes and untrustworthy data in
data prediction and data reduction process decreases the reliability of the application
which leads to wastage of resources.

1.3 Organization

Rest of the chapter is developed as follows: Sect.2 explains about existing data
reduction schemes in WSN. The proposed trust based data reduction scheme is
introduced in Sect. 3. Section 4 talks about the details of experimentation and
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performance metrics. Analysis of outcomes is highlighted in Sect.5. Section 6
closes our chapter with conclusion and future work.

2 Related Work

We talk about the recent works of data reduction schemes of WSN in this section.
Data reduction in WSN is the procedure of cutting down the number of data
transmission from source node to sink node [22]. The data is forwarded hop
by hop from source to sink node through various intermediate nodes. Massive
quantity of data is collected from periodical monitoring applications of WSN. In
this scenario, sensor node needs to forward the data frequently to sink node for
analysis. The amount of energy consumption is directly proportional to amount
of data transferred to sink node. Around 94% of energy is utilized for data
communication in WSN. Only 6% of total energy is used for sensing and data
processing. Because of redundant deployment of nodes in the networks, there will
be redundant data generation. Transmission of redundant data to sink node leads to
energy wastefulness in the network and it decreases the lifetime of the application.
Therefore, data reduction scheme must be designed to decrease the number of data
communication and thus reducing the energy expenditure. Data reduction schemes
can be categorized into three types: in-network processing, data aggregation and
data prediction as shown in Fig. 1. In in-network processing, quality of node and
data is checked in source and neighbour nodes before data transmission to facilitate
distributed data fault detection techniques. If any erroneous data or untrustworthy
node is found, then it is ignored by in-network processing schemes to save the
energy dissipation.

Data aggregation is the procedure of removing duplicate data from WSN to
conserve the energy. Due to faulty node and faulty data, the performance of data
aggregation is decreased. And also it takes more energy for data retransmission in
case of any data faults and malicious node. So data aggregation scheme must be
designed to reduce the effect of faulty data, untrustworthy nodes and unreliable
link. The third category of data reduction in WSN is data prediction. In this

Data Reduction

In-network Data Data
processing Aggregation Prediction

Fig. 1 Categories of data reduction schemes
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process, the data is predicted at source node and sink node to reduce the data
transmissions. The model is generated at source node based on historical data
and parameters of model will be shared to sink node for data prediction. Without
the transmission of actual data, the model is used to predict the sensor data
at sink node and thus reduces the energy consumption. Due to the presence of
faulty data in historical data, the parameters generated for data prediction are not
reliable. In existing techniques of data aggregation, faulty data, untrustworthy nodes
and unreliable links are not considered. In data prediction models, faulty data,
data of untrustworthy nodes are considered for generation of model parameters
and prediction. In in-network processing, spatio-temporal attribute correlation is
considered in existing techniques. However, the data density correlated trustworthy
node is not considered for identifying data faults and untrustworthy nodes. Recent
works of data aggregation with trust mechanism for data reduction are shown in
Table 1. Most of existing schemes of data aggregation focus on energy efficiency,
delay awareness. None of them considers trustiness of link, node and data together
for achieving energy efficiency, delay aware trustworthy data aggregation for data
reduction. Recent works of trust based in-network data processing for data reduction
are shown in Table 2. Most of existing schemes of in-network data processing
focus on correlation, provenance based data reduction. None of them considers
data density, provenance and correlation together for data fault detection and data
reduction.

Recent works of correlation based data reduction in WSN are shown in Table 3.
Most of existing schemes of reduction focus on temporal, spatial and attribute
correlations. None of them considers node trustiness and data trustiness for data
reduction.

Table 1 Recent works of trust based data aggregation

Ref | Year Energy efficiency | Delay aware | Node trust | Data trust | Link trust

12 2016 | Yes No No No No
13 2016 No No No No No
14 2016 Yes No No No No
15 2018 | Yes No No No No
16 2018 No No No Yes No
21 2019 Yes Yes Yes Yes No

Table 2 Recent works of in-network data processing

Temporal Spatial Attribute Provenance
Ref | Year correlation correlation correlation based trust Data density
17 2016 Yes Yes No Yes No
18 2017 Yes Yes Yes No No
19 2017 Yes Yes Yes Yes No
20 2017 Yes Yes Yes No No

21 2019 Yes Yes Yes No Yes
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Table 3 Recent works of data reduction

Temporal Spatial Attribute Node Data
Ref | Year correlation correlation correlation trustiness trustiness
6 2011 Yes Yes Yes No No
7 2017 Yes Yes Yes No No
9 2017 Yes Yes No No No
4 2018 Yes Yes No No No
8 2019 Yes Yes No No No

3 Proposed Trust Based Data Reduction Scheme

In this section, a trust based data reduction scheme is proposed as shown in Fig. 2.
The source node uses temporal correlation metric for in-networking data pro-
cessing and data prediction. The upcoming data is predicted by using time series
based temporal correlation coefficient. The quality of predicted data is based on
the trustiness of node and trustiness of history of data. Application domain experts
define restricted interval and threshold limits for every phenomenon. The predicted
data is compared with restricted interval and threshold limit to find the quality of
data. The trust value lies between —1 and +1 [16]. The temporal coefficient based
trustiness of data TCT is calculated by using Eq. (1). X; represents data item of a
node and P X; represents predicted data item of the prediction model. The model
is constructed with the help of parameters like correlation coefficients, trust value
of nodes and data. The parameters are forwarded to sink node for data prediction.
The neighbour node uses data density and spatial correlation for in-network data
processing and data prediction. Data is predicted with the help of correlation
coefficients and trust value of data and node. Instead of transmitting the entire
data, the parameters include spatio-temporal coefficients, data density correlation
coefficients are sent to sink node for data reduction. The spatial correlation SC
among two closely located nodes is calculated by Eq.(2) where X; represents
the data item of a node and Y; represents the data item of neighbour node. The
spatial correlation based trustiness of data SCT is calculated by using Eq. (3). Multi-
attribute correlation coefficient (MAC) is calculated for in-network processing and
data prediction at aggregator node. MAC is calculated by using Eq.(4) where
r represents the correlation coefficient. The MACT based trustiness of data is
calculated by using Eq. (5). Node trustiness in terms of trustworthy data generation
is calculated by using Eq. (6). Trustiness of node is defined as the ratio of number
of trustworthy data generated to the total number of data generated. Resource
based trustiness of node is calculated by using Eq.(7) where E represents the
remaining energy of the node and E'th represents the threshold value of energy fixed
by domain experts. Here energy is considered as the resource of a sensor node.
Communication based trustiness of node is calculated by using Eq. (8). Total trust
of a node is calculated by using Eq.(9). Node trust (NT) is calculated by using
Eq. (10). Let us assume two data items Da, Db from two closely located nodes and
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Intermediate nodes /

Sensor Nodes Neighbour Aggregator Sink node
nodes
Temporal Correlation . ) . . Data Provenance
Spatial correlation Forwarding ratio
In network processin . . . . X Trust based Data Aggregation
P 9 Data density correlation Spatio-temporal attributes correlation ggreg
Data prediction . Trust based Data Prediction
In network processing In network processing
. X Trust based Data Reduction
Data prediction Trust based Data Aggregation

Fig. 2 Proposed trust based data reduction scheme

their provenance be Pa and Pb, respectively. Then data provenance based data trust
(DPT) is calculated by using Eq. (11). The total data trust (DT) is calculated by using
Eq. (12). Forwarding ratio (FR) is used to find the selfishness of the intermediate
nodes. FR is calculated by using Eq. (13).

—1,if |Xi — PXi| > TCth, data fault
TCT = 10, if | Xi — PXi| = TCth, uncertain (1)
+1,if | Xi — PXi| < TCth, trustworthy data

SC— Y (Xi—X)(Yi—Y)

= 2
\/Zj?:l(Xi — X2(Yi— 7)?

—1,if |Xi — PXi| > SCth, data fault
SCT = 30, if | Xi — PXi| = SCth, uncertain €))
+1,if | Xi — PXi| < SCth, trustworthy data

r%z + r%z — 2ryzFyzTxy
MAC = )

2
l—rxy

—1,if |Xi — PXi| > MACth, data fault
MACT = {0, if |Xi — PXi| = MACth, uncertain (5)
+1,if | Xi — PXi| < MACth, trustworthy data
(number of trustworthy data)

NTI1 = (6)
(total number of data generated)
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NT2 — {Untrustworthy node, if E < Eth 7

normal node, otherwise

NT3 (successful transactions — unsuccessful transactions) )
o (total number of transactions)

TT = wiINTI + w2NT2 + w3NT3 )

where wl + w2 + w3 =1

—1,if TT < —0.3, untrustworthy node
NT = {0,if — 0.3 < TT < 0.3, uncertain (10)
+1,if TT > 0.3, trustworthy node

—1, if Da! = Db&Pa = Pb, untrustworthy data
DPT = {0, if Da = Db&Pa = Pb, uncertain (11)
+1, if Da = Db&Pa! = Pb, trustworthy data

DT = wlTCT + w2SCT + w3MCT + w4DPT (12)

where wl + w2 4+ w3 + w4 =1

(number of data packets forwarded)

= 13
(total number of data packets supposed to be forwarded) (13

4 Experimental Setup

We introduce our experimental setup, simulation parameters and performance
metrics in this section. MATLAB is used to implement TDR. We used INTEL
Berkley lab [23] setup with 54 sensor nodes deployed to gather temperature, light
and humidity as depicted in Fig. 3. We assumed nodes 31, 32, 33 and 34 as normal
nodes. Node 1 is considered as collector/aggregator, whereas node 3 is acting as a
relay node. Node 6 is the sink node which performs data analysis and event detection
process. Trusted AODV protocol is used for simulations. We used 5000 samples of
multivariate data for experiment. The sampling time is 31 s. Data faults are inserted
randomly apart from original data faults present in the dataset. Malicious behaviours
like on and off, DOS attacks and replication attacks are simulated for experiments.
Total energy is calculated from energy required for listen, receive, transmit and
compute operation. Root mean square error (RMSE) is the difference between actual
value and predicted value. We considered periodic monitoring application where the
nodes involve in same number of data transmissions.
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Fig. 3 INTEL lab sensor deployment

5 Results and Discussions

The analysis of energy consumption for data aggregation without trust process and
trust based data aggregation is explained in this subsection. The remaining energy
of a node plays an important role in the lifetime of the network. The probability of
erroneous data generation is more when the nodes battery is draining out. Here
we consider the data from nodes 31, 32, 33 and 34 for data aggregation. Node
1 is responsible for data aggregation process. The energy consumption for data
aggregation includes the energy consumed for computation, listening, transmission
and reception. The energy consumption for trust based data aggregation process
includes the energy consumed for computation, listening, transmission, reception
and trust computation. Figure 4 depicts the energy consumption analysis between
data aggregation without trust and with trust process. Due to faulty data, retrans-
mission of data required for traditional data aggregation, which leads to high energy
consumption than trust based data aggregation, where data is predicted with trust
based data prediction.

Figure 5 depicts the energy consumption analysis between data aggregation
and trust based data aggregation by changing the number of untrustworthy nodes.
Untrustworthy nodes exhibit selfish behaviour, untrustworthy data generation and
suffer from resource dissipation. We varied the number of untrustworthy nodes to
see its effects on data aggregation and trust based data aggregation. The traditional
data aggregation process consumes more energy than trust based data aggregation
process as shown in Fig. 5. The data aggregation process requires retransmission of
faulty data and selection of trustworthy nodes for handling the untrustworthy nodes
in the network. This is the main reason for high energy consumption than trust based
data aggregation.

In this subsection, we test the operation of data prediction with and without trust
process as shown in Fig. 6. INTEL lab dataset is used for data prediction. In addition
to existing data faults, we randomly inserted data faults to check the performance
of data prediction process. RMSE is used as performance metric. It is the difference
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Fig. 5 Energy consumption analysis between DA and TDA for untrustworthy nodes

between actual and predicted value. The traditional data prediction process uses
temporal, spatial and attribute correlation coefficient for data prediction. Trust based
data prediction uses correlation coefficient, data provenance, trustiness of node and
data for data prediction. When we vary the number of data faults from 1 to 11 with
10% increment in every sampling, result shows that the trust based data prediction
achieves better error rate than data prediction without trust.

The proposed TDR is compared with trust based data gathering (TDG) [20] for
detecting untrustworthy nodes as shown in Fig. 7. TDG is the recent trust based data
aggregation method. The malicious attacks like DoS, on—off, replication attacks are
simulated and we varied the untrustworthy nodes from 1 to 10 with an increment
of 10% for every sampling in the experiment. TDG uses node trust, data trust,
data density correlation, resource trust, data prediction and data provenance for
detecting malicious nodes. Results prove that the proposed method outperforms
recent TDG because it uses trust based data prediction and data provenance methods
for detecting untrustworthy nodes.

Figure 8 shows the performance of detecting untrustworthy data by proposed
TDR and existing recent method TDG. We randomly inserted the data faults in
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Fig. 7 Analysis of detection accuracy of untrustworthy nodes

existing dataset. We changed the number of data faults from 1 to 10 with an
increment of 10% in every sampling. TDG uses data density correlation, node
trust, data trust for detecting untrustworthy data faults, whereas proposed method
detects the data faults with the help of node trust, data provenance and trust based
data prediction. When we add the number of data faults in experiment, there is
performance degradation in detection accuracy for both methods. However the
proposed outperforms the existing TDG in detecting the untrustworthy data.

The performance of proposed TDR, data reduction without trust and traditional
method is compared in number of data transmissions and depicted in Fig.9. We
considered eight (8) data transmissions per node for every sampling in spatio-
temporal correlated region. We changed the number of normal nodes from 1 to 10
with an increment of 10% in every sampling period. All generated data packets
are transmitted to sink nodes in traditional method. Data reduction without trust
method uses data prediction to decrease the number of data transmission. However,
the untrustworthy data, nodes, malicious attacks are considered for data reduction
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without trust. In proposed method, trust based data prediction with node trust,
data trust, resource trust, data provenance is considered for data reduction. By
transmitting the model parameters, the data are predicted at sink node with same
quality. Result shows that the proposed method achieves lesser number of data
transmissions than traditional method and data reduction without trust method.

6 Conclusion

In this chapter, we introduced trust based data reduction scheme in sensor driven
smart environment for data prediction, reducing unwanted data transmission and
energy dissipation. INTEL lab sensor data is used to show that the proposed scheme
can replace the data faults, data losses and data from untrustworthy nodes with
the aid of data prediction with trust process and ignoring the transmissions of
redundant and erroneous data for achieving energy efficiency and prolonging the
lifespan of the application. We also showed that the unusability of trust mechanism
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in data prediction, data aggregation and data transmission process in sensor driven
smart environment could affect the regular operation of the application. We are
concentrating on data semantics in our next work for combining the data of different
applications in trust evaluation to improve event detection accuracy.
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Prospects of Sustainable Transport M)
of Automobile Vehicles in Kolkata City ke

Sushobhan Majumdar

1 Introduction

Recently, environmental conditions and problems is one of the major parts of envi-
ronmental concerns regarding the sustainable development of an area. Sustainable
transport is one of the important aspects in the sustainable development studies. In
case of developing countries, the number of automobile vehicles has been increasing
day by day, which creates adverse impacts on the local land resources. In case of
developing countries like India, the major problems are the vehicles which are very
old in nature and their level of pollution is also high. Chan et al. [1] describes that
it is source of environmental problems and health problems as in most cases it is
related with the noise pollution, air pollution, etc. According to the Frank et al.
[2], if the number of automobile vehicles is increased then it will impact physical
and mental health of the human beings and it is the sources of various chronic
diseases. To reduce the problems regarding the problems of transport, various new
technologies should be introduced for the future planning and development of the
region. Especially in the developed countries, the demand for the motorized vehicles
is higher than the developing countries because of increasing population pressure
of the area. To cope up with the huge growth population with the increase in the
motorized vehicles different environmental scientists have planned various policies
regarding the sustainable transportation and environmental planning to improve the
quality of life of the city people [3, 4]. Kolkata city is one of the cities in the eastern
part of India, which has been experienced with the various modes of transport and
it is also the regional headquarters of various developmental strategies.
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Miller and Shaw [5] and Miller [6] have used some analytical issues regarding the
uses of Geographical Information System (GIS) in the transportation sector. GIS is
basically collecting, managing, and analyzing the spatial data in an easy way [7, 8].
GIS helps in integration of spatial data with the coding and management of the data
[9]. Most of the previous researchers have used GIS for exploring information and
analyzing like air pollution analysis, noise pollution etc. [10-12]. In Kolkata city,
the demand for the public transport is very much higher than the other metro cities
in India. The objective of this study is that to find out the prospects of sustainable
transport in Kolkata city and suggest few strategies to make Kolkata city more
sustainable in case of transportation sector.

2 Study Area

Kolkata is one of the major cities in the eastern part of India which have experienced
with one of the largest urban agglomerations in the country. Kolkata city is situated
over the large Gangetic delta of the river Hooghly [13]. Kolkata was the capital
of British India till 1916. Kolkata city has been flourished from 1970s which is
mainly because of the influx of refugees (from East Pakistan or Bangladesh), good
infrastructural facilities, good accessibility from the other areas etc. The central part
of Kolkata city is regulated by the Kolkata Municipal Corporation. The surrounding
areas or metropolis of Kolkata city is known as the Kolkata Metropolitan Area
(KMA). Kolkata Metropolitan Area (Fig. 1) is under the jurisdiction of Kolkata
Metropolitan Development Authority (KMDA). All types of planning and develop-
ment in this area are under the rules and regulations of KMDA. The population of
Kolkata Metropolitan Area is 15.89 million (according to the latest census) with a
growth rate of 10.30 per cent. KMA is consisting of different units like municipal
corporations, municipalities, census towns, out growth and rural mouzas or villages.
There are three municipal corporations and 42 municipalities in the KMA. The rate
of population growth is high in the fringe area than the CBD area of the Kolkata
city. Kolkata city is consisting of various modes of transport like railway (broad
gauge), metro railway, bus transport, auto rickshaw transport, taxi, tram service,
ferry service, etc. These transport modes are the lifeline of Kolkata city as most of
the people from the fringe areas or peripheral areas of the city used to go to Kolkata
city for their job purposes. For this reason behind the growth and development of
Kolkata city, transport sector plays a vital role (Table 1).

3 Data and Methods

Transport and its associated problems is a serious issue in the every cities of the
world especially where the population pressure is high. Kolkata is one of the cities
among them which have facing various problems related to transport. To find out the
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Fig. 1 Areas of study

various problems of Kolkata city, different remote sensing and GIS techniques have
been used. For the analysis of surface temperature and vegetation cover, landsat
satellite images of 2019 have been used. To find out the land surface temperature
and vegetation of Kolkata city, following parameters have been used.

LA = MLQcal + AL — Oi (For Landsat OLI 8)

where L\ = TOA spectral radiance (Watts/(m? x srad x wm)), ML = band-specific
multiplicative rescaling factor from the metadata (RADIANCE_MULT_BAND_x,
where x is the band number), AL = band-specific additive rescaling factor
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Table 1 Transport in Kolkata metropolitan area

Modes of transport Name of transport

Road network Bus, taxi, auto rickshaw, two wheeler, toto (especially peripheral
areas, cab service)

Rail network Eastern railway (broad gauge), metro railway, circular railway

Ferry service Mainly in the Hooghly river

from the metadata (RADIANCE_ADD_BAND_x, where x is the band number),
QCal = quantized and calibrated standard product pixel values (DN), and Oi is the
correction for band 10.

Normalized Difference Vegetation Index (NDVI) is mainly used to find out the
vegetation coverage of an area. It is generally expressed as

Band 5 — Band 4
NDVI =

= ———— (For Landsat OLI 8)
Band 5 + Band 4

NDVI is related to variables such as leaf area, canopy coverage, and chlorophyll
density [14].

The data regarding the transportation problems of Kolkata city has been collected
from the Kolkata police, Kolkata Municipal Corporation Office, Transportation data
from the Kolkata Metropolitan Development Authority, etc. To analyze various
transportation problems like traffic congestion, road accidents, etc., different car-
tographical techniques have been used with the help of statistical analysis.

4 Results and Analysis

Kolkata city is one of the major cities in the eastern part of India. Kolkata is one of
the cities in India which is consisting of old hand pulled rickshaw to modern metro
railway transport. Though the sphere of tram service has been reduced because of
the traffic congestion in some areas, but it is still maintained his service (Fig. 2).

Kolkata city is one of the cities consisting of different types of road networks
like national highway, state highway, major road, minor road, metalled road, un-
metalled road, etc. There are few national highway and state highway in the Kolkata
city. The number of metalled road is high towards the Kolkata city which decreases
outwards and the number of un-metalled roads is high in the peripheral areas of the
Kolkata city which decreases towards the city areas. After the visual observation of
satellite images around Kolkata city and from the field verification, it has been found
that the growth and expansion of Kolkata city is mainly transit or transport oriented
development. In most cases, it has been found that most of the settlement towards
the peripheral areas of Kolkata city has grown through a linear way along the major
transportation routes. These tendencies have given birth to the urban sprawl which
indirectly accelerates negative externalities of Kolkata city.
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Fig. 2 Transport network in Kolkata metropolitan area

From various governmental reports regarding the number of automobile vehicles,
it has been found that the number of automobile vehicles in Kolkata city is growing
very fast. The numbers of automobile vehicles are maximum after 2012 (Fig. 3),
which creates extreme pressure on the transport condition of the city.

From the data regarding the number of registered vehicles (cars) of Kolkata city,
it has been found that the number of cars in Kolkata city is highly increased and it
tends very high after 2012, which creates pollution in Kolkata city (Figs. 3 and 4).
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Fig. 5 Number of registered vehicles (others) in Kolkata city

Figure 5 describes about vehicles mainly used for other purposes in Kolkata city.
In this case, the vehicles used for other purposes have been used. The number of
registered vehicles mainly used for other purposes has been hugely increased in the
last 5 years.

The number of two wheelers has been increased during the last few years, though
the number of registered vehicles is almost same throughout the period. But from the
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Fig. 7 Number of registered vehicles (buses) in Kolkata city

year 2013 it increases and is maximum in 2015. In the fringe and peripheral areas,
the development is mostly unplanned. So, huge growth of automobile vehicles is
creating various problems like traffic congestion, road accidents, etc. (Fig. 6). For
this reason negative externalities of transport in Kolkata city has been increasing
day by day.

Because of the increase in the number of passengers, the services of the buses
of various transport agencies like Calcutta State Transport Corporation (CSTC) and
South Bengal State Transport Corporation (SBSTC) has been increased. Increase in
the number and service of the public bus reduces congestion and traffic problems
in Kolkata city during peak hours. So, the number of buses has been increased in
recent decades (Fig. 7).

Figure 8 describes the number of registered light vehicles in Kolkata city which
increases in recent time periods. Figure 9 discusses about the growth of taxis in
Kolkata city which has been increased from the past few years which because of
the various Governmental policies like “Gatidhara” and introduction of various cab
services like (Ola, Uber, etc.)
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Because of the huge increase in the automobile vehicles of Kolkata city, the
temperature of Kolkata city has been increased in the recent years.

From the land surface temperature of Kolkata city, it has been found that the air
temperature or surface temperature of Kolkata city is very high in the core areas
of Kolkata city because of availability of lots of metalled roads and huge number
of automobile vehicles (Fig. 10). The temperature is very high especially in the
Dalhousie area, Dharmatala area, and Parkstreet area. Land surface temperature
decreases towards the outer areas from Kolkata city as the density of roads and
number of vehicles decreases and also the pressure of population decreases. Because
of the huge temperature increase in the CBD areas of Kolkata city, this city has now
transformed into a heat island situation which impacts on the urban sustainability of
Kolkata city.

Figure 11 Shows the condition of vegetation in Kolkata city and it has also been
found that in the central part of Kolkata city the temperature is very high and the
number of vegetation is very low which negatively impacts on the urban ecology
of the city. Because of the low amount of vegetation, high density of roads, and
maximum number of automobile vehicles, the temperature is high in the city core
areas, which creates adverse impacts on the local land resources.
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Fig. 10 Land surface temperature of Kolkata city

5 Discussions

From the various reports regarding the automobile vehicles in Kolkata city, it has
been found that number of automobile vehicles in Kolkata city has been increased
in recent decades, which create extreme pressure on local land resources. The width
of the road is very slightly increased but the number of vehicles has been hugely
increased, which creates extreme pressure on transport condition of the area which
accelerates negative externalities of transport. Another noticeable fact is that to
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Fig. 11 Normalized difference vegetation index of Kolkata city

reduce the passenger pressure of auto rickshaw services, toto services have been
started which creates huge traffic congestion in the peripheral areas. Another fact
regarding toto services in Kolkata city is that there are no proper registration systems
to control the services of the toto. For this reason the problem of traffic congestion
has been flourished also in the peripheral areas of Kolkata city. Though the Govt.
officials and policy makers have taken initiative to reduce the problem of toto
services, it is insufficient to eradicate all the problems.
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6 Problems Related to Automobile Vehicles in Kolkata City

From the detailed study over the transportation scenario of Kolkata city, it has been
found that Kolkata city is now facing lots of problems. Those are as following.

The main problem of Kolkata city is the huge population growth which is mainly
influx of population both from the surrounding regions and also from the other
countries. As a result, population pressure in each area has been increased. Road and
passenger ratio has been increased because the rate of demographic growth is very
high than the widening and development of roads. In the CBD areas, the width of the
roads is very low, which creates problems to the bus drivers or heavy goods carriers
to move. So, during peak hours it creates huge traffic congestion. Except CBD areas
and few highways the condition of road is very bad which creates traffic accidents
regularly. Auto rickshaw transport is another life line of Kolkata city, but it is also
source for the huge traffic congestion during peak hours. Un-fixed fare and bad
behavior of auto rickshaw drivers are also a problem. Another problem regarding the
auto rickshaw transport is though auto rickshaw in the city areas is Liquid Petroleum
Gas (LPG) operated, but in the south western fringe areas (especially in the Pujali
areas) it is diesel operated which is not eco-friendly and causes a lots of air pollution.
These are the major problems of transport in Kolkata city.

7 Recommendations

In case of Kolkata city, the problem of transportation is so massive, and it is the
areas of concern of urban planners and decision makers. In case of the making of
policy, the causes and effects of the problem must be considered. In few cases, the
policy makers may consult with state governments, national governments, and the
local people. The following strategies can be taken.

7.1 Pricing and Taxation

Pricing and taxation are two important issues related with transport. Though both the
terms are different, they are related with each other. Government officials and policy
makers can increase the price of the cars (four wheelers) or bikes. On the other hand,
they can decrease the prices of the public vehicles by giving subsidies. Because of
high pricing, the person belonging from the middle income groups became unable
to purchase it. So they have to travel by public transport. Similarly by increasing
taxation, the government officials can regulate the growth of public vehicles easily.
Less number of cars in the road will minimize the level of pollution in Kolkata city,
which will affect on the urban sustainability.
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7.2 Planning

By the proper land use and transportation planning, the authority can easily
minimize the level of pollution in Kolkata city. Land use and transportation planning
can be interlinked with each other. The traffic congestion can be decreased by
advanced automatic traffic controlling system. The property tax or tax related to
land can be lowered in the areas around the major roads. As a result, people can
easily travel with the public transport. Special trafficking system can be introduced
during peak hours. In the congested areas during the peak hours entering the huge
goods carrier should be strictly banned.

7.3 Policy

If the speed of the automobile vehicle increases, then it will consume more fuel
and vice versa. So, new technologies must be introduced which will consume less
fuel. Though government of India has introduced i3s technologies for less fuel
consumption in bike, it is insufficient to solve this problem. Except these, policy
makers should focus on the alternative modes of energy except fuel because of its
limited stock. Other than these, government officials should focus on the battery-
operated auto rickshaw which is eco-friendly in nature. In some cases, following
measures can also be taken.

* Regular checkup of pollution level.

* Increasing tax in private transport and fuel-operated transport.
* Subsidies for new technologies and alternative modes.

e Wider roads and advanced traffic system.

Except these different sustainable demand management policies may be taken
like vehicle retirement, car pooling, car sharing, parking restraints, eliminating
company cars, etc.

7.4 Education

Different transport-related studies may be introduced such as the environmental
impacts of automobiles transport, transportation planning, transportation manage-
ment, driver education, the merits of bicycle riding, the merits of transit and
subsidies, etc. This type of study will increase the awareness among people to
eradicate the problems of automobile vehicles in Kolkata city.
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7.5 Technology

The government of India also introduced some new less fuel consuming vehicles.
New technologies (like i3s) can be adopted. Some of the new technologies
Advanced Traffic Management System (ATMS), Advanced Vehicle Control System
(AVCS), Advanced Public Management System (APMS), Commercial Vehicle
Operations (CVO), and Advanced Rural Transportation System (ARTS) can be
adopted.

8 Conclusion

From the above analysis, it has been found that the problems of Kolkata city due
to excessive growth of automobile vehicles are increasing day by day. Excessive
growth of automobile vehicles in the city core areas creates different problems
like congestion, temperature increase, traffic accidents, air pollution, etc. Because
of the huge traffic congestion, the land surface temperature in the city core areas
is increasing day by day, which creates Kolkata city a heat island like situation.
The temperatures in the city core areas are higher than the peripheral areas of the
city. This creates extreme adverse impact on local ecosystem. Due to the traffic
congestion, the number of accidents has also been increased, which impacts on
the urban sustainability of Kolkata city. To minimize the problem and regulate
the growth, different strategies may be taken, which will regulate the growth
of automobile vehicles. Different new technologies like i3s technologies can be
introduced. Government should encourage people to use public transport rather than
the private transport. Government officials should encourage battery- or electric-
operated automobile vehicles rather than operated by fossil fuels. Other than
these alternative, fuels may be introduced. This study is helpful not only to the
transportation researchers, but also it is helpful to the other policy makers also. It
will throw a new light on the future transportation researchers in the field transport
oriented research. The method and techniques used in this study in case of Kolkata
city can also be applied in the major or minor cities also.
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The Application Scenario M)
and Dependence with IoT iy

Kavita Suryawanshi and Manasi Pandharkar

1 Introduction

The chapter has an academic contribution considering the emerging trends in the
field of computer and information technology, especially IoT a very vibrant research
topic. India is at the forefront of this digitalization with government initiatives such
as Digital India, and 10T is the key enabler for this digital transformation.

Internet of Things (IOT) is networking of physical devices (also referred as
connected devices and smart devices) embedded with electronics, software, sensors,
actuators, and network connectivity that enable these objects to collect and exchange
data [1].

The International Telecommunication Unit defined IOT as “a global infrastruc-
ture for the information society enabling advanced services by interconnecting
things based on existing and evolving interoperable information and communication
technologies” [2].

10T is network of internet connected objects (things) able to collect and exchange
data. Internet of Things will be as transformative to the world as was an Industrial
Revolution. IoT is classified as consumer IoT and industrial IoT. There are many
technologies that enabled IoT to become popular like sensors’ prices have dropped,
cost of bandwidth has reduced, processing cost has declined, and IPv6 is enabled
to connect more devices to the internet, communication protocols, and cloud
technology [3].
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Fig. 1 Working of Internet of Things

1.1 Working of IoT

Devices and objects with built-in sensors are connected to an Internet of Things
platform, which integrates data from the different devices and applies analytics to
share the most valuable information with applications built to address specific needs.
These powerful IoT platforms can pinpoint exactly what information is useful and
what can safely be ignored. This information can be used to detect patterns, make
recommendations, and detect possible problems before they occur. For example, if
a person owns a car manufacturing business, he might want to know which optional
components (leather seats or alloy wheels, for example) are the most popular. Using
Internet of Things technology, he can

» Use sensors to detect which areas in a showroom are the most popular, and where
customers linger longest.

* Dirill down into the available sales data to identify which components are selling
fastest.

* Automatically align sales data with supply, so that popular items do not go out
of stock.

The information picked up by connected devices enables him to make smart
decisions about which components to stock up on, based on real-time information,
which helps him save time and money [3].

Figure 1 depicts the working of Internet of Things. There are different IoT
devices such as sensors, actuators through which data is sensed and via gateway
it goes on Internet. These sensed data is analyzed and get stored on cloud storage.
Using remote communication channels, the analyzed data will get distributed to the
destinations.

In a nutshell, the Internet of Things is the concept of connecting any device (so
long as it has an on/off switch) to the Internet and to other connected devices. The
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IoT is a giant network of connected things and people—all of which collect and
share data about the way they are used and about the environment around them [4].

That includes an extraordinary number of objects of all shapes and sizes—from
smart microwaves, which automatically cook your food for the right length of time,
to self-driving cars, whose complex sensors detect objects in their path, to wearable
fitness devices that measure your heart rate and then number of steps you’ve taken
that day, then use that information to suggest exercise plans tailored to you. There
are even connected footballs that can track how far and fast they are thrown and
record those statistics via an app for future training purposes [5].

2 IoT in Industry Applications

The use of the IoT is spread across all the verticals of the industry. From logistic
to supply chain, from controlling to security everywhere IoT is used. For making
things easier, efficient, faster, and smart, IoT is the best choice for the industry.
IIOT is used in the automation accompanies to improve their traditional business
processes to make it smarter. IIoT is the technological era which is changing the
face of the industry automation. What exactly the IToT is?

Industry experts and market analysts define the IIoT as “The Industrial Internet of
Things (IIoT) is the next wave of innovation impacting the way the world connects
and optimizes machines. The IIoT, through the use of sensors, advanced analytics
and intelligent decision making, will profoundly transform the way field assets
connect and communicate with the enterprise” [6].

“Leading O&G companies are building an infrastructure where sensors, data
management, advanced analytics and automation are being used to unlock produc-
tion, reduce operating costs and optimize assets.”

“The Industrial Internet, a connected network of intelligent machines working
the way they are intended, will transform business as dramatically as the consumer
Internet has changed our lives.”

In Fig. 2, at the bottom of the stack are the devices (systems) on the factory
or process floor. These can be field sensors, controllers, or PCs, and all of these
hardware systems can include (or not) aspects of hardware security. These end
devices must have useful data to communicate and are generally connected to
communication hubs, gateways, and switches, so that the data is put in the cloud
(or an intranet) as big data.

Once this data is out “there,” different analytics and optimization software can
be developed to optimize the manufacturing assets for a myriad assortment of
tasks: system uptime, scheduled maintenance, power efficiency, and more efficient
resource utilization.

But that is not all. The IIoT promises that this data can be integrated within the
manufacturer’s ERP and CRM software. The manufacturing operation can not only
be used to plan and cost out manufacturing processes more efficiently, but even to
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Fig. 2 Industrial Internet of Things [6]

use customer information to change assembly lines and process parameters in real
time.

The bottom two stacks in Fig. 1 impact the design of system hardware, and the

top layers affect software development and integration.

While the long-term impact of IIoT is at times difficult to predict, three distinct

operational environments will set the stage for the smart manufacturing enterprise
to emerge.

Smart Enterprise Control—IIoT technologies will enable tight integration of
smart connected machines and smart connected manufacturing assets with the
wider enterprise. This will facilitate more flexibility and efficiency, and hence
profitable, manufacturing. Smart enterprise control can be viewed as a mid-to-
long-term trend. It is complex to implement and will require the creation of new
standards to enable the convergence of IT and OT systems.

Asset Performance Management—Deployment of cost-effective wireless sen-
sors, easy cloud connectivity (including WAN), and data analytics will improve
asset performance. These tools allow data to be easily gathered from the field
and converted into actionable information in real time. This will result in better
business decisions and forward-looking decision-making processes.
Augmented Operators—Future employees will use mobile devices, data ana-
Iytics, augmented reality, and transparent connectivity to increase productivity.
As fewer skilled workers are left behind to man core operations due to a rapid
increase in babyboomer retirement, younger replacement plant workers will need
information at their fingertips. That information will be delivered in a real-time
format that is familiar to them. Thus the plant evolves to be more user-centric
and less machine-centric [6].
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2.1 IIoT in Manufacturing Industry

In 2016, manufacturing operations alone accounted for an IoT spend of $102.5
billion on a total of $178 billion, and all IoT use cases in manufacturing are
combined. With a total spend of $178, manufacturing overall is by far the largest
industry in the Internet of Things AND of the Industrial IoT and the segment of
manufacturing operations outweighs all other IoT use case investments across all
industries, consumer included [7].

Two other IoT use cases which are important in manufacturing from a spending
perspective, on top of operations, are production asset management and mainte-
nance and field service, according to the mentioned research by IDC, released early
2017 [8].

In the age of Industry 4.0 and the digital transformation of manufacturing, the
manufacturing industry is the market where most Industrial IoT (IIoT) projects are
realized and by far the market where most IIoT investments are made.

IoT is a core component of industrial transformation efforts across the globe,
including Industry 4.0 (with its fourth industrial revolution) and the Industrial
Internet (with the Industrial Internet Consortium).

Moreover, manufacturing is not just the clear leader in the Industrial Internet but
it tops ALL industries (including the consumer IoT space) in the broader IoT reality.
According to IDC data, published early 2017, the manufacturing industry was good
for a total IoT spend of $178 billion in 2016, which is more than twice as much than
the second largest vertical market (in IoT spend), transportation.

2.1.1 IoT Use Cases in Manufacturing: Opportunities and Context

If we look at IoT in manufacturing from an IoT use case, we see that one use case
is sticking out: manufacturing operations, which is also the largest use case across
all industries globally.

Manufacturing obviously covers many types of products, operations, processes
and a vast space of activities, components, machines, people, partners, information
systems and so forth. It takes a long time to convert raw materials to finished goods
and it includes supply chains, logistics, and transportation as well.

If we look at manufacturing as industrial production in any of the stages where
raw materials are turned into products or products are used to build other products,
it is clear that we see a huge market that is highly interconnected. It is among
others in this sense that the Internet of Things almost by definition is key for the
manufacturing industry in an integrated approach, and it includes the technologies
such as big data analytics, cloud, and robotics and, most importantly perhaps, the
integration of IT (Information Technology) and OT (Operational Technology).

Part of them are to be seen in the context of the digital/connected factory, others
refer more to facility and asset management and still others relate to components
such as safety/security and operations/logistics/ecosystems. Last but not least there



96 K. Suryawanshi and M. Pandharkar

is the customer preference and behavior part. Below is a list with several IoT use
cases in manufacturing and their benefits/realities [8].

2.1.2 Manufacturing Operations

Manufacturing operations is the largest manufacturing IoT use case. It includes
operations of manufacturing facilities, involving several assets and operational
personnel.

Manufacturing operations include the several elements which are typical in
Manufacturing Operations Management (MOM), such as asset management, intel-
ligent manufacturing, performance optimization and monitoring, planning, human—
machine interaction, end-to-end operational visibility, and these cyber-physical
systems as we know them from Industry 4.0.

2.1.3 Production Asset Management and Maintenance

This is the second largest IoT use case in manufacturing and consists of a range of
applications.

It includes production asset monitoring and tracking, from location to the
monitoring of parameters in several areas such as quality, performance, potential
damage or breakdowns, bottlenecks, the list goes on. On top of performance and
optimization, there is of course also the dimension of maintenance (as a result and/or
in a predictive way).

It is clear that asset management and maintenance in a manufacturing industry
setting goes beyond pure production assets.

2.1.4 Field Service

According to the mentioned IDC report, this is the third most important IoT use case
in manufacturing.

In this the manufacturer acts as a service provider. From product-related services
to business-related services: the (field) service organizations of manufacturers
are important drivers of growth. In the field service of manufacturing, planning,
scheduling, and transportation of the products, IoT ecosystem plays the vital
role [8].

2.1.5 Other Manufacturing IoT Use Cases

Other than all the three fields mentioned above which uses IoT, still there are some
more areas which uses the IoT and IIoT concepts.
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Safety, security, worker protection (and productivity), and the many links
between manufacturing in the strictest sense with connected services/operations/
industries such as transport, supplier management, and so forth all contribute to the
vast loT-related manufacturing solutions.

Vehicle and asset tracking, connected factory applications, staff safety applica-
tions, health monitoring (real-time), smart ventilation and air quality management,
smart environmental measurement, access control (security), smart measurement of
presence/levels of liquids, gases, radiation and dangerous materials (depending on
the type of operation), asset protection, facility management, risk measurement, etc.
use the concept of [oT.

2.1.6 Visualizing the Internet of Things in Manufacturing

To visualize the usage of the Internet of Things in manufacturing with an overview
of the various mentioned places/contexts where [oT is leveraged in the manufactur-
ing space, Fig. 3 below from Microsoft offers a great overview.

It distinguishes between the manufacturing plant, global facility insight (beyond
the factory), the customer site, and global operations with the latter being divided
into the goals and benefits for management, R&D, and field service.

Production flow monitoring: optimize flow, eliminate waste, and avoid unneces-
sary work in process inventory. Remote equipment management, including setting

Fig. 3 Internet of things in manufacturing



98 K. Suryawanshi and M. Pandharkar

specific limits and parameters to save energy and costs. Condition-based main-
tenance alerts: optimize machine availability, minimize interruption, and increase
throughput.

The usage of various data (product, customer sentiment, and more) as a driver of
quality monitoring and enhancement in function of outcomes.

Outside of the plant and actual manufacturing environment (insights and pro-
duction) we see the transmission of operational information for those field service
engineers on customer sites, the overall value and supply chain perspective, third-
party logistics, and the global operations dimension.

2.2 The IlIoT in Connected Logistics and Transportation

Transportation is the second largest market from an Internet of Things spending
perspective. Transportation and logistics (T&L) industry can use the IoT in commu-
nication and monitoring system to increase profit.

The transportation market reached an IoT spend of $78 billion and is poised to
continue to grow rapidly, just as is the case for the IoT manufacturing market. The
main use case in transportation is freight monitoring, good for a large majority of
overall transportation IoT spend with a total of $55.9 billion and remaining a key
driver in the market until 2020 [9].

If we look at the overall IIoT evolutions in transportation and logistics, we see the
growing emergence of a digital supply chain and connected logistics reality, which
is at the same time one of the challenges for the manufacturing industry and the
T&L market as such as many players do not have a digital strategy in place and are
urged to speed up their digital transformation efforts.

As defined by Technavio, there are four pillars of logistic system: IT security,
communication systems, supply chain monitoring systems, and vehicle/transport
tracking. Along with the cloud and analytics, the Industrial Internet of Things is
a driver in the connected logistics landscape and freight monitoring leads the pack.
Figure 4 shows the four pillars of logistics: IT security, communication systems,
supply chain monitoring system, and vehicle tracking.

Smart supply chain management (Logistics 4.0) is also data-intensive and IoT-
intensive given with a focus on (semi-)autonomous decisions.

Logistics, transportation, and warehousing (supply chain management overall)
are the first use of the concepts of connected devices which can sense and
communicate.

With RFID and other connected logistics possibilities, the logistics market tries
to build competitive benefits in a world where speed matters more than ever.


https://www.i-scoop.eu/digital-transformation/transportation-logistics-supply-chain-management/
https://www.i-scoop.eu/industry-4-0/supply-chain-management-scm-logistics/
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Fig. 4 Four pillars of Connected Logistic System
connected logistic system [9]
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Fig. 5 Seven R’s of logistic system

As getting the right product to the right customer at the right time, right place
and right condition in the right quantity and at the right cost (the famous 7R’s of
logistics) is increasingly a challenge, the logistics industry keeps using connected
logistics solutions, strongly powered by the Industrial Internet of Things, where it
represents the second largest industry from a spending perspective, only preceded
by manufacturing. Figure 5 [9] shows the seven R’s of Logistics System.


https://www.i-scoop.eu/internet-of-things-guide/industrial-internet-things-iiot-saving-costs-innovation/
https://www.i-scoop.eu/internet-of-things-guide/iot-spending-2020/
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2.3 IloT in Energy and Utilities

Oil and gas, smart grid, and plenty of other evolutions and use cases in the energy
and utilities market overall are also a main part of the Industrial Internet of Things
market.

The Industrial Internet of Things plays a key role in the overall digital transfor-
mation towards a digital supply chain in many parts and value chain components of
the large ecosystem, which obviously also touches retail/consumer-facing aspects.

However, from the sheer Industrial Internet perspective, smart grids are key in
supply and network transmission/distribution. Others include plant effectiveness,
maintenance, and data-driven opportunities as a result of smart grids and IoT-
enabled operations and services. Figure 6 shows the different components of energy
and utility industry which are customer, business, technology, data, competition,
innovation, resources, and regularity.

2.4 IIoT in Other Industries

Maintenance and services enabled by the IIoT are two key areas in virtually all
Industrial Internet industries.

Customer

Increased Experience,

Business more digital, energy Technology
o management
PErfo_rmance %ptllm|dz_at|on,_ new Internet of Things, Smart
usiness models, isruption, Grid, Smart Metering, Digital
changing revenue models Utility, Data Analytics,
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Fig. 6 10T in energy and utility
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Predictive maintenance, data-enabled services and remote possibilities in several
areas, from service to control and optimization of operations, also come back in
many other IIoT use cases across industries such as healthcare (remote health
monitoring, equipment maintenance, etc.), aviation, robotics and cobots, oil and
gas, mining, metals, and more.

As mentioned, depending on the industry body, the broader context of IIoT is
also often used for use cases in areas such as agriculture, smart cities, and so on.

3 IoT in Day-to-Day Life

IoT is entering into our day-to-day life. It is touching every aspect of our life like
health, agriculture, smart homes, smart cities, energy consumption, etc. Following
are some of the applications of IoT in our day-to-day life [10].

3.1 Tuning Your Car

As more machines speak to each other and systems integrate, you will no longer
miss an oil change. Your truly “smart” car will preemptively reach out to your
mechanic when it is time for the annual tune up or your tire pressure is running low,
and by cross referencing your calendar, appointment suggestions will be delivered
to you to confirm a time with one click.

3.2  Monitoring Your Health

When a prescription is running low, an appointment will be made with your
physician through connected RX bottles. Doctors will be kept informed with how
often and when their patients are taking their medicine and those with ongoing
health issues will be able to have things such as blood pressure and sugar levels
monitored remotely.

3.3 Energy Consumption

High-energy consumption household appliances will adjust based on dynamic price
signals to lower your electric bill. Thermostats and lighting will learn your habits
to create the optimal setting based on your daily life, such as turning to your ideal
temperature just before you arrive home. These gadgets will also sense when no one
is in the house and turn off automatically to reduce wastes and costs.
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3.4 Driving and Traffic Jams

Driving will get a lot safer. Traffic lights will be able to adjust to real-time traffic
conditions such as when an emergency vehicle is approaching. Road sensors will
make changes to the speed limit based on weather and accidents, while also
communicating directly to car dashboards about unsafe conditions (e.g., slow down.
The turn in a quarter mile is icy).

3.5 Grocery Lists

Smart refrigerators will sense when you are running low on staples such as eggs or
milk and will automatically populate your grocery list. Stores will push reminders to
add items to your list when it predicts you about to run out based on your historical
purchasing behavior and average buying trends. When you are walking through
the store, reminders will get pushed to you to ensure you never have to make that
dreaded second trip.

3.6 Our Morning Alarm

The traffic on your route to work and the weather will soon affect what time your
alarm goes off. If there is an accident or road construction on your usual drive, your
alarm will go off early and alternate routes will populate in your dashboard. Of
course, your coffee machine will be in the loop to make sure you have your cup of
joe for the road.

3.7 Monitoring Your Baby

Through their smartphones, parents will monitor their baby’s breathing, tempera-
ture, and activity. Babies will don connected onesies that will send an alert when
there is anything abnormal. Of course, the other babies in your life will also reap
the benefits of connectivity. Pet monitoring systems will allow you to monitor their
activity and behavior from afar, so you can see how well your potty training is
working and how honest your dog walker really is.
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3.8 What’s on Your Body

Wearable tech has perhaps gotten the most attention in the Internet of Things chatter
to date. Many products are now in their second or third generations, offering sleeker
designs and more integration with different systems. From monitoring activity
during workouts to sleeping patterns to hearing aids, the devices that we “wear” are
becoming much more sophisticated, connecting to all of our social media accounts,
and tracking much more quality and quantity data.

3.9 IoT in Agriculture

With the continuous increase in world’s population, demand for food supply is
extremely raised. Governments are helping farmers to use advanced techniques and
research to increase food production. Smart farming is one of the fastest growing
fields in IoT.

Farmers are using meaningful insights from the data to yield better return on
investment. Sensing for soil moisture and nutrients, controlling water usage for plant
growth, and determining custom fertilizer are some simple uses of [oT.

3.10 Smart Retail

The potential of IoT in the retail sector is enormous. [oT provides an opportunity to
retailers to connect with the customers to enhance the in-store experience.

Smartphones will be the way for retailers to remain connected with their
consumers even out of store. Interacting through smartphones and using beacon
technology can help retailers serve their consumers better. They can also track
consumer’s path through a store and improve store layout and place premium
products in high traffic areas.

3.11 IoT in Poultry and Farming

Livestock monitoring is about animal husbandry and cost saving. Using IoT
applications to gather data about the health and well-being of the cattle, ranchers
knowing early about the sick animal can pull out and help prevent large number of
sick cattle. With the help of the collected data and ranchers can increase the poultry
production.
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4 Discussion

The Internet of Things is now not only limited to research purposes, but it is also
getting proliferated in every aspect of human life and in the industry. This technol-
ogy is continuously evolving, and new sensors and applications of it are coming
on the market. The technology enables huge data collection, automation, operations
and much more through smart devices and powerful enabling technologies. The key
feature of the IoT includes artificial intelligence, smart devices, connectivity, sensors
and active engagement. The IoT never works in isolation; it gets integrated with
Big Data technology, machine learning, artificial intelligence, etc. to produce the
results as per the requirements. The IoT has various advantages such as it improves
customer engagement and technology optimization, reduces waste and enhances
data collection; at the same time it needs to take care of issues such as security,
privacy, complexity, flexibility of the IoT-based applications and compliance with
other technologies.

5 Conclusion

The Internet of Things may represent the next big leap ahead in each and every
aspect of our life. The possibility of seamlessly merging the real and the virtual
world, through the massive deployment of embedded devices, opens up new exciting
directions for both research and business.

In this chapter, we provided an overview of the key applications of the IoT
in industry and in our day-to-day life. The chapter describes the most relevant
applications in the field of manufacturing, energy, logistics, transport, etc. With
the help of IoT, the day-to-day actions are also getting easy and people are more
dependent on it. As the IoT continues to grow, the dependence of industry and
people on it will continue to grow.
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An Overview of Energy Harvesting )
Techniques for Future Internet of Things @
Applications

M. Saravanan, J. Ajayan, Sathish R. Jondhale, and P. Mohankumar

1 Introduction

Energy harvesting is a promising technology used to overcome the drawback
of low lifetime provided by traditional battery technologies [1-6]. EH is also
called as energy scavenging. Energy harvesting is defined as the process by which
energy is extracted from energy sources like sunlight, wind, heat, ocean waves,
electromagnetic waves, geothermal energy, and mechanical vibrations and their
storage. Energy harvesting is a technique that can be used to drive energy from
the environment. Energy crisis and global warming are the two most critical issues
to be addressed in the near future. Utilization of green energy and renewable sources
is essential to meet the global energy needs. But one drawback of these green energy
and renewable sources is that their availability depends on weather conditions.
Energy-harvesting devices can be used to support a wide variety of self-powered
portable wireless electronic applications [7-15]. Nanogenerators are the heart of all
the energy-harvesting system which is used to convert the external sources of energy
such as sunlight, wind, mechanical vibrations, chemical, heat, and electromagnetic
waves into useful electric energy [15]. Energy-harvesting technologies can be
classified as follows:
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Nanogenerators are of two types, and they are single nanogenerators and hybrid
nanogenerators. Single nanogenerators convert one form of energy into electrical
energy. Example: A single nanogenerator can be used to convert sunlight into
electricity. On the other hand, a hybrid nanogenerator converts multiple forms of
energy into electrical energy. A hybrid nanogenerator can take sunlight, heat, and
mechanical vibrations as their input energy.

2 Thermoelectric Energy Harvesting (TEEH)

Applications such as healthcare, smart city, production plants, machines, and
vehicles utilize wireless sensor networks for monitoring. This is because WSNs do
not need wires. Batteries are widely used to power these wireless sensor. The main
disadvantage of using batteries for powering these sensors is that the battery must
be replaced or recharged periodically. In order to alleviate these difficulty, EH can
be adopted. In thermoelectric energy harvesting (TEEH), a thermoelectric generator
can be used to convert thermal energy into electricity [16-54]. Telluride alloys are
the popular thermoelectric materials used in thermoelectric generators [16].

The schematic of a heat storage TEEH device reported by Michail E Kiziroglou
[24] is shown in Fig. 1. In Fig. 1 the heat storage unit consists of a phase
change material (PCM) embedded in a metallic container. Thermal bridges are
used to enhance the thermal properties of PCM-TEG. The diagram of a typical
thermoelectric generator (TEG) is shown in Fig. 2. BiTe; and CoSbs are the popular
thermoelectric materials used in TEGs. A good thermoelectric material should have
low thermal conductance and high power factor [26]. The insulating layer is used to
prevent the leakage of heat to the environment. The heat-sink attached to the TEG
helps to improve the thermal contact with the surroundings. A substantial variation
in environmental temperature leads to the flow of heat in and out of the heat storage
unit through the TEG resulting in the production of electricity [24]. The diagram
of a thermoelectric microconverter is used to convert heat into electricity as shown
in Fig. 3.
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Insulation

Heat Sink to Environment

- U 0 U

Fig. 1 Schematic of a heat storage TEEH device [24]

Hot Side

Cold Side

Fig. 2 Schematic of typical thermoelectric generator [29]

Polyimide

Fig. 3 The diagram of a thermoelectric microconverter [16]
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The maximum efficiency of thermoelectric generators can be computed as [24]

AT V1+ZT -1

nTEG (AT) = — ————~ 9]
Tn JT+ZT + £
AT =T, — Tc (2)
a*T
ZT = ~ (0.8 at room temperature 3
R.K

where

Ty, = hot surface temperature
T. = cold surface temperature
R. = electrical resistance

K = thermal conductance

a = seeback coefficient

The main drawbacks of a TEEH systems are [20]

(a) No self-start-up capability
(b) Maximum power point tracking (MPPT) capability
(c) Poor energy transfer efficiency

These drawbacks can be eliminated by using transformer-reuse self-start-up
boost converter with MPPT control [20, 21]. Wearable sensor can be powered by
TEEH devices that can convert human body temperature into electricity [22]. The
schematic of a hybrid micro power generator which can connect both optical and
thermal energy into electricity is shown in Fig. 4.

The applications of thermoelectric energy harvesting are

. To power the internal start-up circuit for pacemakers [29]
. To power wearable and implantable medical devices [39]
3. To power wireless sensors in nuclear power plants [36]

N =

The architecture of a TEEH system is illustrated in Fig. 5. The TEG output
voltage acts as the input to the thermoelectric energy-harvesting system. A low-
power oscillator produces the desired clock signal for the charge pump system.
The second input to the charge pump system is the thermoelectric output generator
voltage. Charge pump charges the capacitor Cpst. When the voltage across the
capacitor exceeds the threshold level, the output of first comparator sets activates the
start-up boost converter. The start-up boost converter generates the required clock
pulses, for the steady-state boost converter, while the output voltage (Vout) does not
exceed the present value. When the output voltage is equal to the present value of
the second comparator, the steady-state boost converter generate clock signals. The
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Fig. 4 Structure of a hybrid micropower generator [33]

Pre-Startup Digital Control
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Low-Power
Oscillator

High Efficiency
Charge pump

Fig. 5 The architecture of a TEEH system [29]

multiplexer selects the required signals for the steady-state boost converter based on
the output voltage of the second comparator.
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3 Pyroelectric Energy Harvesting (PyEEH)

In pyroelectric energy harvesting, certain materials that are capable of converting
thermal energy into electrical energy are used. Pyroelectric energy-harvesting
devices work based on the principle of pyroelectric effect [54-58]. Pyroelectric
effect is defined as the generation of electric charge at the surface of a pyroelectric
material when subjected to temperature changes. Certain materials have the ability
to produce a potential difference, when they are heated or cooled. Spontaneous
polarization is the unique feature of the pyroelectric crystals. Unlike TEGs, pyro-
electric materials do not require a temperature gradient. (1 — x) P, (Mgy/3 Nbys3)
—xPbTiO3 (PMN-PT) single crystal is considered as the best pyroelectric materials
[55]. PZT (lead zirconate titanate), PZT/PVDF (polyvinylidene flouride)-HFP
composite, etc. are the other examples of pyroelectric materials.
The equations used to describe pyroelectric materials are given below [56].

dD = e5,dE + pdf 4)
C— du 5)
\db )
where
D = dielectric displacement
E = dielectric field
0 = temperature
P = pyroelectric coefficient
u = internal energy
8§3 = dielectric permittivity
C = heat capacity
The energy harvested (Wharvested) = yg Edp (6)
P*AT
E = (7
Eréo

The energy received from the hot temperature medium is given by [56]

En
Ohot = C (62 — 01) +/ PO, dE ®)
0

The instantaneous pyroelectric current under short circuit conditions can be
calculated as [58]
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dT
] =P"A— 9
T )
The efficiency is obtained as [56]
1%
Efficiency () = Lharvested (10)
Qhot

where

P+ = pyroelectric coefficient
A = surface area of the material

4 Photovoltaic Energy Harvesting (PVEH)

Factors like type of applications, characteristic of the photovoltaic cells, power
supply required, and capacity of the storage element are to be considered while
designing a PVEH system [59-72]. Under typical indoor lighting conditions, a
single crystal photovoltaic cell has an efficiency of 1-3%, whereas an amorphous
photovoltaic cell can provide an efficiency of 3—7%. But amorphous photovoltaic
cells are highly expensive than single crystal photovoltaic cells. Photovoltaic cells
are the heart of PVEH system. The configuration of an indoor PVEH system is
shown in Fig. 6. The equivalent circuit of a PV cell as shown in Fig. 7.
The current output of a PV cell can be computed as [71]

V+RslI 1% R.I
1) A (11

I =1l —1 (e 4
PG 0 Rp

where

Ipg = photo generated current

Power
PV Cell Conditioning Shergy.
Circuits 9
MPPT

Fig. 6 The configuration of an indoor PVEH system
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Rs

M,

IPG D Rp

Fig. 7 Equivalent circuit of a PV cell [71, 72]

Iy = dark current

R = series resistor

Ry = shunt resistor

Vi = junction terminal voltage

Battery/super capacitors can be used as energy storage elements. A photovoltaic
cell directly converts solar energy into electric energy. PVEH systems find applica-
tions in autonomous systems, power plant systems, and WSNs. The main limitation
of a PV cell is its poor efficiency (10-40%). Also the output voltage of a PV
cell varies with changing environmental conditions. For enhancing the efficiency
of PVEH system, a maximum power point tracking (MPPT) unit is required.
Photovoltaic cells made of III-V compound semiconductors like GaAs provide large
conversion efficiency than silicon-based PV cells due to their lower bandgap.

5 Piezoelectric Energy Harvesting (PEEH)

The demand for PEEH device is increasing day by day to the tremendous growth in
low-power and wearable electronic devices [73-97]. Piezoelectric transducers can
be used to extract electricity from the environmental energy sources. Piezoelectric
harvesting devices uses piezoelectric materials like lead zirconium titanate (PZT)
and polyvinylidene flouride-poly triflouro-ethylene (PVDF-PTrFE), ZnO, lead-
magnesium-niobate-lead titanate (PMN-PT), etc. for converting mechanical stress
into electrical energy. High power density, excellent scalability, and high output
voltage are the main advantages of piezoelectric harvesters. When a mechanical
stress is applied to a piezoelectric harvester, an emf will be induced in the
piezoelectric material present inside the piezoelectric harvester. These are three
commonly used methods to extract energy from the piezoelectric harvester.

1. A full wave bridge rectifier
2. Switch-only rectifier
3. Parallel synchronized switch harvesting on inductor
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One of the main limitations of piezoelectric energy harvesting device is its high
output voltage in conjunction with very low output current. Traditional piezoelectric
harvesters can generate voltage output up to 100 V with an output current in the
order of micro amperes. Therefore, transformers are required to reduce the voltage
to the required level for applications which increase the size and cost of the devices.
There are different types of piezoelectric generators and they are [90]:

1. Piezoelectric generators powered by human
2. Piezoelectric generators using vibration-based cantilever

6 Electromagnetic Energy Harvesting

Electromagnetic generators are used in electromagnetic energy harvesting devices to
convert electromagnetic energy into electricity based on the principle of Faraday’s
law of electromagnetism [98—119]. The electromotive force for the microgenerator

can be expressed as [119]
do a¢ [0z
=n— = — | = 12
K ndt ”(az <8t>> (12)

where

¢ = flux linkage per turn
n = number of windings in the coil
Z = internal displacement of the microgenerator

When the generator is connected to the load (R oad), the current flowing through
the load is given by
Vi

i =
Rioad

13)

The model of an electromagnetic energy harvester is shown in Fig. 8.

The electromagnetic energy harvester consists of a fixed magnet fixed at the
bottom of the cap, a movable magnet in a cylindrical tube and a coil. The magnets
generate repulsing forces. Electricity is produced in the coil based on magnetic
induction. The emf generated in the coil as a function of time can be expressed as

E() = 49 (14)
Cdt
Using electromagnetic energy harvesting devices, the incident electromagnetic
radiation can be converted into either AC or DC power [116-144]. The conversion
efficiency can be expressed as
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Fig. 8 The model of an electromagnetic energy harvester [124]

P out

NRad-ac = (15)
Py,
where
NRad - ac = radiation to alternating current (AC) conversion efficiency
P,y = average AC power received by the harvester
Pi, — average incident power
NRad-dc = "JRad-ac X Mac-dc (16)

where

NRad - dc = radiation to direct current (DC) conversion efficiency
Nac - dc = AC to DC conversion efficiency

The electromagnetic waves are available from different wireless communica-
tion technologies like Wi-Fi, WLAN, cellular, radio, and TV. A rectifier and
a regulator circuit convert the AC power into DC power. The schematic of an
RF/electromagnetic energy-harvesting system is shown in Fig. 9.

The microstrip antennas receive the RF signals coming from Wi-Fi, DTV, or
UMT, and matching circuits are used to match the impedance of antenna and
harvesting circuits. An RF to DC rectifier converts the AC signal into DC signal,
and the voltage multiplier is used to increase the amplitude of the voltage, and the
enhanced energy is finally stored in an energy storage device.
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Fig. 9 RF/electromagnetic energy-harvesting system

7 Wind Energy Harvesting (WEH)

An air of mass “m” flowing with a velocity of Vying has a kinetic energy E\ing which
can be calculated as [150]

1
Evind = 5mV Sing an
The power of airflow available at the vertical cylinder with disc area “A” can be
computed as [150]

1
P = Eanzvjind (18)

where

A = 7R? is the area of the disc
P = air density

In a WEH system, wind turbine generators are used to convert the mechanical
power into electricity [145—153]. A wind turbine generator has mainly two parts: a
stator and a rotor. Wind turbine generator works on the principle of electromagnetic
induction. The blades of the wind turbine generator capture the mechanical energy
of wind and transfer the power to the rotor. The movement of rotor creates a time-
varying electromagnetic field that induces an electromotive force in across the stator
winding. Wind turbine generators produce AC power. The output voltage obtained
from a wind turbine generator can be expressed as [150]

Ry
Virbine = Ve X —mM8M8MM 19
turbine S RL +j Xs + Ry ( )

where

Vs = magnitude of electromagnetic force induced in the stator
X = magnitude of generator reactance
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R;, = load resistance
Ra = winding resistance

Wind energy harvesting system can be used to develop self-powered WSNs.

8 Vibrational Energy Harvesting

Piezoelectric energy-harvesting devices have been considered as the most attractive
choice for replacing traditional battery technologies for low-power electronic
devices in WSNs, implantable devices, vehicles, and health monitoring systems
[154-170]. A piezoelectric energy-harvesting device can only convert vibration
energy from one direction into electricity. A change in the direction of vibration
leads to the degradation of piezoelectric energy harvesting due to the inability of
capturing the vibrational energy. To overcome these limitations, vibrational energy-
harvesting devices were introduced [169]. A vibrational energy harvester converts
vibrational energy into electrical energy using the principle of magnetic inductance
[163]. Base, cantilever beams, a magnet, a magnetic material, and a coil are the
parts of a common vibrational energy-harvesting device. When a vibrational energy-
harvesting device is placed on a vibrating object like motor or engine, the vibrations
leads to the displacement of the magnets associated with the coil. This results in
the vibration of magnetic flux associated with the coil that induces an emf in the
coil [163]. Traditional linear resonant structure-based vibrational energy harvesters
have very low operating efficiency and narrow bandwidth [160]. The bandwidth
can be increased by adopting the techniques such as mechanical stopper, generator
array, or bistable structures [160]. Vibration energy generators work based on
electromagnetic or electrostatic or piezoelectric effects to convert vibration energy
into electrical energy.

9 Summary

This chapter highlights the basic concepts of energy-harvesting systems and
their applications. In recent years, the rapid growth of area-efficient low-power
semiconductor technologies has enabled the implementation of low-power wireless
sensors. Such wireless sensors find applications such as building automation, com-
munication, and biomedical implants. All these devices were powered by traditional
batteries in the past. Due to the low life span and need for replacement at regular
periods of time, batteries are not preferred for such applications. In this scenario, EH
devices can be used to extract electric energy from the surrounding energy sources
like solar energy, heat energy, wind energy, and vibrational energy. No doubt that
energy-harvesting devices can play a vital role in future IoT applications.
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1 Introduction

For the medical world, above all else is the need to change the customary techniques
into a computerized structure to energize the advertisement of therapeutic (e-
restorative) gadgets, including wearable/versatile/handheld gadgets, which are the
need of the hour for data sharing/change. Along these lines, the IoT is received
mutually with PLM as a conclusive and savvy approach to business for adequately
dealing with the IoT life-chain-based gadgets at the time of treating the patient in the
medical emergency clinics/focuses/theaters [1]. At the end of the day, almost every
part of human lives, for example, processing plants to ranches, urban areas to towns
and medical services to prosperity, and so on, will be cached consistently in 2020,
so PLM innovation is no exception. This examination only assigns the utilization
of the IoT in human services application, known as the IToMT/MIoT or Health
care IoT.
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PLM is a viable administration concern for an efficient value chain supply
to medical organizations and enterprises. At present, the quickly shifting social
insurance situation and extremely intense challenge from partners incites lower
development and profit edges, while PLM is trying to oversee boundless wear-
able gadgets and their networks. Be that as it may, the emergency clinics and
medical performance centers are taking a gander at progressively all-encompassing
methodologies to bring best-in-class innovations into social insurance businesses to
quicken assessment and care giving offices at financially savvy rates. The result of
enormous provisos between accessible mechanical ranges of abilities and wanted
social insurance requests is exceptionally lumbering.

In addition, it is seen that an enormous number of medical human services
organizations are not appropriately dealing with the cross-useful coordinated effort
that is urgently expected to amend and bolster customary social insurance adver-
tising conditions. One generous way to deal with the previously mentioned human
services difficulties is the joint IoT and PLM-based set ready for overseeing well-
being related data over the therapeutic gadgets, emergency clinics and doctors,
and so forth [2]. Additionally, our proposed arrangement gives medical emergency
clinics, focuses, and associations the capacity to team up and share data rapidly and
productively. By thinking about this inclination as the need of the hour, some key
answers are found for overseeing the well-being business sector’s exhibition as far
as lifecycle of battery and power assets for little IoT gadgets. The IoT innovation
is as of now changing the standard of the game by creating therapeutic gadgets and
fixing affirmation and enhancing the future patterns in medical gadgets with the
huge job of PLM innovation in dealing with their availability.

Similar to the expanded intricacy and availability of these versatile gadgets, it
is important to embrace the PLM to deal with the life cycle of the battery and its
energy from the emergency clinics to the restorative ventures. The usage of PLM is
a necessity for minute and tremendous undertakings in view of the sharing capacity
of data among various times of the lifecycle. Every piece of mission-essential
information is easily managed by PLM, which impacts the working standard of
the therapeutic devices. By and large, PLM attempts a methodology of protecting
joint exertion and correspondence between restorative pros, business pioneers,
designers, experts, and other fundamental requests [3]. Owing to the light weight,
accommodating, versatile nature of wearable sensor contraptions in the IoT, the
amount of related equipment is set to outperform people. The world plan of the
comprehensively related therapeutic contraptions is commonly called the IoMT.
However, the confined battery lifetime of wearable sensor contraptions currently
could not accomplish the necessities of the restorative globe.

In this way, advancement of the life cycle of battery and energy on the board
methods is extremely significant. Additionally, along with the perceiving and
requesting job of the IoT innovation, PLM has likewise turned into the focal point
of consideration and is at the core of the advanced therapeutic undertakings and
ventures.
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2 Related Works

2.1 The IoMT and ACPI for Healthcare Applications
Framework

Innovation of the IoT has distinct advantages and is at the center of consideration for
remolding the medical enterprises and conventional companies to a computerized
structure. In parallel, PLM is not a long ways behind in totally changing the
therapeutic scene, by assuming the job of the driving force in managing, sending,
and using restorative items (i.e., wearable equipment). PLM and the IoT are
sometimes mutually utilized for tangled systems of programming, correspondence,
board parts, etc.

To utilize data returning from the IoT, new potential is needed for PLM; for
instance, accessibility as well as scale for orchestrating by means of the amassing
engineers, helpful aces, emergency focuses, and patients. For the suitable and
skilled treatment of patients through data exchanging and getting the hang of
sharing among patients and masters, there is a need for a valid and front line
plan [4]. This chapter proposes the novel scheme of a joint IoT and PLM system
for successful therapeutic applications. The framework proposed contains four
significant advances. In any case, e-Cloud with IoT empowered gadgets is made, in
which contraptions can converse with one another by distributing and exchanging
essential data.

Then, the essentialness and lifecycle of these contraptions is coordinated from
the timeliest starting stage to the arrangement process for treatment by following
the stack layer of IoT gadgets. Similar to the way that emergency office information
can be dealt with in the IoT-based PLM server, the data will be cleared on
the notice sheets of the restorative places for the straight imposition and solace
of both the patients and specialists as appeared in the fourth experience of
the proposed structure. By following the evacuated information, an ace/master
will be apportioned to the patients, time and dates as well as room informa-
tion can be passed on, and remedy estimations will be doled out to emergency
patients.

2.2 Battery and Energy Management Life Cycle

IoMT rising patterns and network confronting are two major issues. To begin
with, the availability for data sharing among a few gatherings, for example, from
assembling engineer to medical master, from the point of clinics/medical services
focused on malady analysis of the patient and their treatment. Then, the life cycle of
battery and energy of the executives of wearable/compact gadgets are of concern [5].
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Here we attempted to take care of the primary issue by coordinating PLM with the
IoMT to deal with moving data from one element to another and between gadgets.
The next issue is settled by proposing Joint Energy Harvesting and Obligation Cycle
streamlining-based (JEHDO) algorithms to improve the lifecycle of battery and
energy consumption resources.

2.3 Lifecycle Management in the IoMT System for Battery
Recovery-Based Algorithm

The IoMT is the social affair of the wearable, helpful devices/sensors, which actively
use batteries. It is hard in many cases to override the battery of these benefit
constrained devices, so battery life cycle administration techniques require fixing.
Here the presented procedure for battery lifetime in sensor centers is connected
by using battery recovery in the IoMT [6]. A battery charge recuperation model is
relied upon to recoup the lost charge and administer the lifecycle from beginning to
end point. In the control recuperation instrument, closed off charge is circumvented
resulting in embedded idle time (8) between assignments during information/data
trading/sharing over joint PLM and the IoMT.

3 Proposed Methodology

3.1 Model for Battery Framework

A systematic battery model is an essential and astounding element for breaking
down and understanding the instrument of the minor gadgets while transmitting or
imparting data to proceed with cooperation. Broad research has only been directed
at battery displaying, highlighting removal and extraction. In addition, diminishing
energy utilization is crucial for the battery-fueled wearable sensor gadgets that will
be a part of things to come in the IoT [7].

At present, the IoT frameworks are surveyed by thinking about the battery as
an energy holder [1]. The two needed components are the present burden and the
obligation cycle. In batteries, the burden profile is spoken to as the intermittent
arrangement of the N consistent current qualities /1, 12, I3, ..., IN; though, Ik
is the current of assignment k at time tk, and it is utilized for a between entry length
time Ak = tk + 1 — tk, which is the relationship between the current and time {/k,
tk} and the battery lifetime L.

The battery achievement will be shown and inaccessible charge will be changed
over into accused ones of expanded estimation of B. To discover the battery charge
use o (f) after the arrangement of M(M < N) at time (T < L), change N with M and
L with T, uncovering the measure of undertakings and T is the due date time for
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completing undertakings. The battery’s utmost cost o (#) merges two fragments, one
is gobbled up charge C(¢) and the other is inaccessible charge U(¥).
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3.2 The IoMT Algorithm for Energy Harvesting
and Duty-Cycle Optimization

One of the rising systems administration models that decrease the float between
the genuine and the conjured up universes is the IoMT, in which keen articles
speak with one another, information is gathered, and sure requests of the end
clients are satisfied as a result. Notwithstanding, a huge segment of the customary
arrangements are awesome and expensive from both the computational and the
memory resources viewpoint and, as such, they are not often implementable on
resource obliged devices. Therefore, vitality gathering methodologies/estimations
are an appropriate decision for both vitality and lifecycle of the administrators and,
subsequently, the more extended transmission of the sensor center points in medical
services condition.

TtranON + TAct + TtranOFF
TiranoN + Tact + TiranOFF + Tslp

DCs =

where

TiranoN = sleep to idle mode Transition time
Tiranorr = idle to sleep mode Transition time
Tact = Active time of a node
T1p = node sleep time

The joint commitment cycle and vitality procuring framework model works in
three phases: first to gather vitality from the access point (AP), second to store that
vitality in the battery, and third to utilize it to identify and correspond over the [oMT
structure.
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Here, the close examination of the proposed ACPI and JEHDO vitality and life
cycle of battery in executive calculations with their significant roots in PLM and
the IoMT structure are presented. The IoMT shows short division incorporation in
which power utilization of intensity speaker (PA) deals with the power channel of
handset. The power dissemination of PA (PPA) is implied as transmission control
(PTx) and proficiency of PA (nPA) (Fig. 1; Tables 1 and 2).
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Fig. 1 (a) Life time battery estimation using ACPI and JEDHO methods. (b) The longest recorded
battery lifetime with a single charge for wearable sensors
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Table 1 Daily consumption

) Parameter factors Value
of environmental sensors -
Average energy consumption 8.6 mAh
Node Max. abs. deviation 4.5% (STD = 0.251)

Max. abs. deviation between single 1.7% (STD = 0.085)
node time periods

Table 2 Lifetime of
environmental sensors

Parameter Value
Average lifetime, prediction before deployments | 780 days
Average lifetime, prediction after deployments 275 days
House 2680 median lifetime =130 days
House 3619 median lifetime =150 days

5 Conclusion

This research addresses the first issue of Product Lifecycle Management (PLM)
coordinating with the IoMT, which is to direct the movement of data starting with
one element then onto the next and between devices in an effective and precise way.
The next issue is settled by proposing the battery recuperation-based calculation
ACPI and JEHDO calculation to deal with the life cycle of the battery and the energy
of the asset compelled small wearable gadgets, individually. Moreover, a novel
scheme called joint PLM and IoMT-based structure is introduced for medical health-
care applications. Exploratory results uncover that the Advanced Configuration
and Power Management Interface (ACPI) and JEHDO are individually battery-
proficient and energy-productive, preparing capacity needs to meet higher and
stricter necessities, and the relating equipment expenses of the intensity framework
are also tremendous.

References

1. Georgieva, V., & Ermakov, S. (2016). GUI for CT image segmentation via active contours. In
IEEE 4th International Black Sea Conference on Communications and Networking (BlackSea-
Com 2016) (pp. 1-5). https://doi.org/10.1109/BlackSeaCom.2016.7901555.

2. Zhou, W., Bovik, A., Sheikh, C., Hamid, R., & Simoncelli, E. (2004). Image quality assessment:
From error visibility to structural similarity. /EEE Transactions on Image Processing, 13(4),
600-612.

3. Jayanthiladevi, A., Murugan, S., & Manivel, K. (2018). Text, images, and video analytics for
fog computing. In Handbook of Research on Cloud and Fog Computing Infrastructures for Data
Science.

4. Hegenscheid, K., Kiihn, J. P., Volzke, H., Biffar, R., Hosten, N., & Puls, R. (2009). Whole-body
magnetic resonance imaging of healthy volunteers: pilot study results from the population-based
ship study. Rapid Communication, 181, 748-759. https://doi.org/10.1055/s-0028-1109510.
Stuttgart/New York: Georg Thieme Verlag KG.


http://dx.doi.org/10.1109/BlackSeaCom.2016.7901555
http://dx.doi.org/10.1055/s-0028-1109510

138

A. Sampathkumar et al.

. Behrad, A., & Masoumi, H. (2010). Automatic spleen segmentation in MRI images using a

combined neural network and recursive watershed transform. In IEEE 10th Symposium on
neural network applications in Electrical Engineering, Belgrade, Serbia.

. Christensen, G., Rabbitt, R., & Miller, M. (1996). Deformable template model using large

deformation kinematics. IEEE Transactions on Image Processing, 5(10), 1435-1447.

. Getreuer, P. (2012). Chan and Vese segmentation. In Image Processing On Line, IPOL 2012-0§-

08 (pp. 214-224). Yale University.

A. Sampathkumar received his Bachelor’s in Information Tech-
nology, Master’s in Mainframe Technology, and Ph.D. degree at
Anna University Chennai. He is currently working as an Assistant
Professor in the School of Computing Science and Engineering at
VIT Bhopal University. He has published several articles in peer-
reviewed journals and is a member of CSI societies. His research
interests include Artificial Intelligence, Data Mining, Machine
Learning, Data Analytic, and Optimization Techniques.

S. Murugan obtained his Bachelor’s degree in the department
of Computer Science and Engineering from Mailam Engineering
College, Anna University. He then obtained his post graduate
degree in the department of Computer Science and Engineering
from Hindustan University, Chennai. Currently, he is Pursuing
his Ph.D at Mewar University, Rajasthan. His specializations
include Wireless Sensor Networks, Network Security, Cryptog-
raphy, Database Management Systems and Data Mining. He
has published papers in SCi Indexed, Scopus Indexed, other
international journals and conferences.



Energy Efficient ACPI and JEHDO Mechanism for IoT Device Energy. . . 139

Ravi Rastogi received his Ph.D. degree in Computer Science
and Engineering in December 2011 from Uttarakhand Techni-
cal University, Dehradun, Uttarakhand, India, the government
university. MS in Computer Science degree in September 2005
from Fairleigh Dickinson University, Teaneck, New Jersey, USA.
Bachelor of Science degree in 1999 from Ch. Charan Singh
University, Meerut, Uttar Pradesh, India. Worked as database
developer at ‘Microsoft, Seattle, USA’ and ‘ING, Philadelphia,
USA’. Taught and worked at Jaypee University of Information
Technology, Waknaghat, Solan, Himachal Pradesh, India for
almost 4 years. Taught and worked as department coordinator
in ‘Sharda University, Greater Noida, Uttar Pradesh, India for 4
years’ and ‘Galgotias University, Greater Noida, Uttar Pradesh,
India for more than 2 years’. Now working at the University of
Bisha, Bisha, Saudi Arabia. Research interests are in the fields
of Interconnection Networks, Stable Matching Problems, Data
Mining and Intelligence in Systems, Internet of Things, and Cloud
Computing.

Manas Kumar Mishra completed his B. Tech from Shivaji Uni-
versity, Kolhapur (Maharastra, India), M.Tech and Ph.D (CSE)
from Motilal Nehru National Institute of Technology Prayagraj,
(Uttar Pradesh, India) in Computer Science & Engineering and
Affiliated with Rajiv Gandhi Technical University, Bhopal. He
has published many research papers in the area of Wireless Sensor
Networks, Mobile Ad-hoc Networks and VANET in international
journals and international conferences. He has also published
book chapters and edited many Conference Proceedings as the
Publication Chair. He has around 21 years of teaching experience
in various reputed engineering institutes and universities. He has
been involved in organizing several international conferences and
workshops. He was the Conference Technical Chair and Publica-
tion Chair of several IEEE conferences. He is also the reviewer
of many reputed Journals like IEEE Access, Wireless Personal
Communications, Springer, KSII Transactions on Internet and
Information Systems, Korean Society for Internet Information
and Sadhana—Academy Proceedings in Engineering Sciences,
Springer.

S. Malathy Professor at Sri Krishna College of Technology,
Coimbatore, India, received her PhD in Wireless Communica-
tion from Anna University in 2013. She has about 20 years
of experience in Teaching and Industry. Her areas of interest
include Wireless Communication, Wireless Sensor Networks, and
Cellular networks. She has published more than 35 papers in
various international journals and conferences.



140

A. Sampathkumar et al.

R. Manikandan is working as an Assistant Professor (Senior
Grade) in the School of Computing Science and Engineering
at VIT Bhopal University, India. He received a B.E. degree in
Computer Science and Engineering from the Periyar University,
Salem, India, in 2004, and an M.E. in Computer Science and
Engineering and PhD degree from Anna University, Chennai,
India, in 2007 and 2017, respectively. He is specialized in the
area of Cloud Computing, Natural Language Processing, and
Data Structures and Algorithms. He is involved in a few funded
projects and Consultancies works. He has published various
research papers in national and international journals.



Internet of Things (IoT) Based )
Bio-inspired Artificial Intelligent ke
Technique to Combat Cybercrimes: A

Review

M. Balasaraswathi, V. Sivasankaran, N. Akshaya, Radika Baskar,
and E. Suganya

1 Introduction

As a part of putative astuteness, two specifics are almost accepted by everyone
about the forthcoming century and we may portray them as: the twentieth century
was considered to be the century of physics and it is deliberately mentioned that,
twenty-first century will be the century of biology. Biology persists as the biggest
part of science and is also more important than physics, as measured by its economic
sequences, by its ethical insinuation, by its effects on human welfare, by the size of
budgets, by the size of workforce, or by the output of major detections, through the
twenty-first century [1]. From history, it would be noticed that, for architects and
designers, nature has been an inspirational source for various sort of procedures,
functions, and techniques. Antediluvian philosophers of Greece were enthused
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by the organisms, which made them to be inspired with the proportion between
their parts. They possess a fascinating concord as seamless models and they had
remained a classical ideal of exquisiteness on those days. No trifling part could be
detached without detrimental and deform of the whole organism since the quality
of integration of the organism’s forming parts are tantamount with the edifice,
unanimity, and good looks of any design. The way the architects and designers
understood nature was so trivial at that juncture. Biology is viewed as a cause of
creativeness from the blastoff of science by them and to impersonate and emulate
the forms of animals and plants they took an apparent approach. However, nature
has been understood as analogies and approaches of development and progression.
Understanding of science and nature must be in an unfathomable way but not in just
imitating way imaginative depiction, when we talk about analogies. The constraints
imposed by the environment, in order to create optimized biological systems in
terms of mechanical resistance, mass and life span, is taken into account by nature,
for each life style.

For real world optimization problems, it is hard to find the optimized way
with multiple objectives. Maximum of these problems are encountered as NP-
hard problems and using the traditional deterministic algorithms it could not be
solved. The searching process (used to pinpoint top key to a problem which is
considered to be optimization) can be done using agents. Based on specified rules of
mathematical models, the agent does the searching process iteratively. Ever since the
real world problems are mostly escorted with qualms, the optimal solution search
is quite complex. As a consequence, more attention is obligatory to have optimum
values and burliness of the values that have high impact in engineering design and
industries [2]. To address these complex optimization problems, bio-inspired (BI)
algorithms have been established to be exceptional methods. BI algorithms can
be used to crack various snags that belong to diverse dominions. Numerous Bls
have been technologically advanced with the stimulation from the processes that
occur in nature such as biological swarms, natural evolution, physical, chemical,
and geographic methods over the past few decades [3-5].

BI algorithms turn into a new epoch to compute extensive range of applications
in divergent domains such as bio-medical engineering, control systems, parallel
processing, data mining, big data, power systems, production engineering, robotics,
computer networks, security, mechatronics, and many more fields [6]. No saturation
limit (in the sense of presentation along with improvement), flexibility (in the sense
of magnitude) are few advantages in bio-inspired algorithms. To amend with easy
implementation, BI algorithms possess limited parameters. Since BI algorithms
aim to deport themselves well to attain the objective rapidly, it also has certain
shortcomings in component design, poor adaptability, and low performance [7]. BI
algorithms are cogitated as a major subsection of nature inspired (NI) algorithm [8].
Figure 1 shows the broad classification of NI algorithms.
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Fig. 1 Broad classification of nature inspired (NI) algorithms

1.1 Evolutionary Algorithms

To rectify difficult, real-time optimization hitches, the evolutionary algorithms are
extensively used. Evolutionary algorithms are further classified as: genetic algo-
rithm (GA), genetic programming (GP), evolutionary strategy (ES), and differential
evolution (DE). The initial base for the accomplishment of genetic algorithms
was formed by Schema theory [9, 10]. Selection, cross-over followed by mutation
seem to be significant operators used in GA. With incessant improvement of the
solution, DE technique optimizes a given function. GP is a well-known evolutionary
technique where in a basic genetic program, dynamic sized tree of different values
and functions are employed. A fixed-length, real-valued vector, in which, each
vector epitomizes a feature of the individual is used in ES.

1.2 Swarm Intelligence (SI)-Based Algorithms

The wholesome, incipient deportment of numerous, cooperating agents who abide
by few meek directions is the one which is concerned by the swarm intelligence.
Encouraged by the collective deeds of many social organisms such as ants, birds,
fishes, bees, wasps, termites, fireflies, cats, and monkeys, all SI-based algorithms use
multi-agents. The swarming activities of fish and birds are used in classical particle
swarm optimization (PSO) algorithm, while flashing behavior found in swarming
fireflies are used by firefly algorithm (FA). Bat algorithm uses the echolocation of
foraging bats while cuckoo search (CS) is based on the brooding parasitism of some
cuckoo species. Bee algorithms are based on the foraging behavior of honeybees
and ant colony optimization (ACO) uses the interaction of social insects (ants).
SI-based algorithms have gained more popularity to unravel a given optimization
problem. Many reasons are there behind the fame of SI-based algorithms: first cause
is that SI-based algorithms distribute data to numerous driving forces—such that
self-structuring, concurrent-progress and studying, during the iterations, might pave
way to give good performance; second cause is that the poly agents could be made
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parallel so that from the execution view point, optimization in a large-scale manner
would be suiting well to the real time [11, 12].

SI-based algorithms can be enumerated (numbered) as follows: Ant Colony
Optimization (ACO) [13], Accelerated PSO [14], Artificial Bee Colony [15],
Bacterial Foraging [16], Bacterial GA Foraging [17], Bat Algorithm [18], Bee
Colony Optimization [19], Bee System [20], Bee Hive [21], Wolf Search [22], Bees
Algorithms [23], Bees Swarm Optimization [24], Bumblebees [25], Cat Swarm
[26], Consultant-guided Search [27], Cuckoo Search [28], Eagle Strategy [29], Fast
Bacterial Swarming Algorithms [30], Firefly Algorithm [31], Fish Swarm/School
Algorithm [32], Good Lattice Swarm Optimization [33], Glowworm Swarm Opti-
mization [34], Hierarchical Swarm Model [35], Krill Herd [36], Monkey Search
[37], Particle Swarm Algorithm [38], Virtual Ant Algorithm [39], Virtual Bees [40].

1.3 Bio-inspired (But Not SI-Based) Algorithms

Numerous algorithms that are inspired by biological phenomenon other than swarm
behavior exist, where SI-based algorithms is a narrowed down view of a larger
class, named bio-inspired algorithms. However, main stream of all NI algorithms are
formed by BI algorithms. If viewed from the point of set theory, SI-based algorithms
are a subgroup of BI algorithms and BI algorithms are a subcategory of NI algo-
rithms. Inversely speaking, not all the NI algorithms are bio-inspired and some are
virtuously physics- and chemistry-based algorithms. The swarming behavior is not
directly used by many BI algorithms, and hence it may be termed as bio-inspired, but
not SI-based algorithms. For an example, genetic algorithms are BI, but not SI-based
and likewise, DE is not BI since no straight link is established to any biological
behavior. As DE has some similitude to genetic algorithms and also has a key word
“evolution,” it has been nearly kept in the category of BI algorithms. Pertinent
algorithms are: Atmosphere Clouds Model, Bio-geography Based Optimization
(BBO), Brain Storm Optimization (BSO), DE, Dolphin Echolocation, Japanese Tree
Frogs Calling, Eco-Inspired Evolutionary Algorithm, Egyptian Vulture, Fish-School
Search, Flower Pollination Algorithm (FPA), Gene Expression, Great Solomon Run,
Group Search Optimizer, Human-Inspired Algorithm, Invasive Weed Optimization,
Marriage in Honey Bees, Opt Bees, Paddy Field Algorithm (PFA), Roach Infestation
Algorithm, Queen-Bee Evolution, Shuffled Frog Leaping Algorithm (SFLA), and
Termite Colony Optimization (TCO) [12].

1.4 Physics- and Chemistry-Based Algorithms

A category of set of rules that are generally motivated by the physical or chemical
processes befalling under a description, named as “physics and chemistry based
algorithms.” Since all fundamental laws are same, no need to classify again into
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physics-based and chemistry-based algorithms. By replicating some physical and/or
chemical laws (which includes electrical charges, gravity, river systems, etc.),
these algorithms have been created and a variety of algorithms that belongs to
this category are: Big Bang-Big Crunch, Black Hole, Central Force Optimization,
Charged System Search, Electro-Magnetism Optimization, Galaxy-Based Search
Algorithm, Gravitational Search, Harmony Search, Intelligent Water Drop, River
Formation Dynamics, Self-Propelled Particles, Simulated Annealing, Stochastic
Diffusion Search, Spiral Optimization, Water Cycle Algorithm [12].

1.5 Other Miscellaneous Algorithms

While new algorithms are developed, some algorithms may fall under BI category,
some may be physics- or chemistry-based and others may seek encouragement
further than nature; hence it is often challenging to place some algorithms in the
above mentioned three divisions, because these algorithms have been established
by employing various behaviors from numerous bases, like social, emotive, and
so on. Therefore, it might be good to categorize them under “other” domain. Few
algorithms that represent this category are: Anarchic Society Optimization, Arti-
ficial Cooperative Search, Backtracking Optimization Search, Differential Search
Algorithm, Grammatical Evolution, Imperialist Competitive Algorithm, League
Championship Algorithm and Social Emotional Optimization [12].

The bases of encouragement, which are very different, from where the algorithms
are conceived may also be similarly different. For instance, if we consider that there
are about “N”” number of living species of fish, it is said not with the intention that
the researchers would design “N”” number of different algorithms that are based on
“fish” and no one can term their algorithms as squid algorithm, trout algorithm,
shark algorithm, etc. Some algorithms may lack in some fundamental competences
like diversity and mixing among the solutions. But some algorithms may possess
these abilities and efficiently explore the search space and converges rapidly at
the required time. Algorithms that have wide range of applicability, global search,
and intensive local search abilities are considered as efficient and good; among
them PSO, DE, cuckoo search, and firefly algorithms are found to be very efficient
algorithms. The notion behind swarm intelligence is that, the algorithms that are
developed need to be malleable for both internal and external changes, to be robust
when few entities fail, to be distributed and self-organized and this inkling involves
in working on artificial intelligence.

2 Artificial Intelligence (AI) and Bio-inspired Algorithms

A ground of processing which manages the subfields accompanied with the issues of
connectionism, emergence, and social behavior are, as we know, bio-computing or
biologically inspired computing. Since many of BI algorithm’s mission is able to be
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associated to machine learning, it is narrowly interrelated to the branch of artificial
intelligence and also it prominently bank on the fields of mathematics, computer
science, and biology. A twofold delineation can be applied to the idea of BI
algorithms: utility of ecology or natural processes as allegory, motivation or designer
to develop new areas of computer science and innovative computing technologies
and to make use of the concepts of information science and mechanisms to leave
no stone unturned in biology with a contradistinctive metaphysical context. BI
computing has connotations for rudimentary (basic) scientific research along with
its prospective uses such as nanofabrication, DNA computation, storage devices,
sensing, and health care. For precedent, BI algorithms can help computer scientists
to construct algorithms based on NI approaches (such as evolutionary and genetic
algorithms) and afford biologists with an InfoTech-oriented exemplar to look at the
way of computation and processing of information by cells.

The progress of many sophisticated algorithms have aggravated from the ideas of
natural and biological deeds. As mentioned earlier, two significant divisions of NI
algorithms are EA and Swarm Intelligence (SI) algorithms. Survival of the fittest or
natural selection principles provides inspiration to EA to particularize algorithms
relevant to that, whereas, the amassed intellect of swarm or behavior of insect
and other animal societies contribute stimulation to SI algorithms for algorithms
and distributed problem solvers. SI can be demarcated as relatively new division
of Al because they have the ability of giving fast, robust, cost-cutting findings to
harder real-time issues. Bio-inspired algorithms take more evolutionary approach
to learn and in conventional Al, intelligence is programmed from BI algorithms.
The programmer, who is the creator of program, infuses Al with its intelligence in
some way. Mentioning a set of easier procedures, a set of simple organisms that
obey to those procedures and repetitively deploying the procedures are the methods
involved in BI techniques. But, the science of imparting intelligence in machines
which in turn performs the tasks (where human mind is required) is baptized as
artificial intelligence. In two ways, Al can be described: one as a science that targets
to discover the quintessence of intelligence and develop intelligent machines and
another one as a science that finds strategies to solve complex problems by applying
some intelligence. The second way is more suitable when Al is applied for the
defense of cybercrimes.

2.1 History of Cybercrime and Al

Mankind has been motivated ever since the beginning of civilization to make
tremendous development and better the existing technologies and most significant
among them is Internet. It is believed that internet is full of mayhem which makes a
system of law and regulation to be conflicting. A system of law called “cyber law”
is being governed by “cyberspace.” All legal and regulatory aspects of internet is
referred by a generic term “cyber law,” which evolves constantly. Growth of internet
creates numerous legal issues and the most important problem among cyberspace is
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cybercrime. As per Halder and Jaishankar (2011), using modern telecommunication
networks such as internet (chat rooms, emails, notice boards, and groups) and
mobile phones (SMS/MMS), when offences are caused counter to a single person or
collection of persons with a criminal mentality for the sake of intentionally hurting
the respect of the victim or to create physical or mental danger to the sufferer openly
or in a roundabout way, is termed as “cybercrime.”

In the year 1820, the first recorded cybercrime took place. Though abacus,
which is considered as the most primitive form of a computer, was in practice in
India, China, and Japan since 3500 BC, the epoch of modern computers originated
with Charles Babbage’s analytical engine. A textile manufacturer, named Joseph
Marie Jacquard, France, manufactured the loom. The nitty-gritty of this device is
it allows the recurrence of sequence of phases while weaving special fabrics. As a
result, this created a wave of trepidation, among the employees of Jacquard, that
their long-established service and livelihood were being endangered. To dishearten
Jacquard from the further practice of new technology, the wage-earners committed
acts of disrupt. This is considered as the recorded cybercrime in broader aspect.
Nowadays, every atom of water in a glass could be converted into a computer
by performing billions of operations per second with neural networks and nano-
computing. The progressing necessity of computers in digital life is the origin for
the evil of cybercrime.

The distinctive trait of storing information in a very narrow space of a computer,
unauthorized, easy and secret access, complex coding which helps cyber criminals
to penetrate into the computer system, and loss of evidence are said to be the vul-
nerabilities of computers. With internet adoption, rate of cybercrimes increases and
new levels of vulnerability thus introduced because of mobile internet access and
continuous deployment of broadband internet structure. Attempts could be made
to elude cybercrimes by identifying phishing, recognizing that the smartphones
used by us also remains as a pocketsize computer which is prone to same sort of
bouts done to a lap/desktop, keeping the personal information with ourselves and
not sharing in social medias, being aware of public Wi-Fi and computers, evading
doubtful emails, and checking of accounts and credit reports in regular manner.
These verdicts are just illustrations of misapplication of the internet and hence
provide the reason for slowing down the cybercrime.

A technology that targets to make a computer to do the human like reasoning is
artificial intelligence (AI). Using Al, all human beings, plants, animals, or whatever
it may be could be connected together and thus make the world an autonomous place
by making “smart decisions.” Reasoning, representation, and learning are the three
main components of Al. Putting into nut shell, it can be said that, the knowledge
of introducing intelligence in machines and making them to perform jobs which are
needed for man mind is Al In the sense of application, adaptation, processing speed
and capabilities, the Al systems are developing quickly and availing less-routine
tasks. The key difference between human intelligence and Al is that the former
“takes” a perfect decision and the latter “chooses” a right decision at appropriate
time. Though the creativity in decision that human has may lack in Al, it is often
showed that Al lessens replication of human efforts and produces better results.
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Al like machine learning, permits the computers to allow for observing, analyzing,
self-training, and learning by themselves. However, numerous technical systems
seam strengths to work together in a coordinated way, in swarm intelligence. New
technologies and strategies such as machine learning and automation are adopted by
companies and the cybercriminals may try to use automated fuzzing with machine
learning. A technique of attack that applies swarm intelligence, named, “swarm-as-
a-service” is anticipated to be used unduly in future. Al techniques have numerous
applications in detection and prevention of cybercrime and for example, it is
probable to develop highly efficient intrusion detection and prevention using neural
networks and new generation antivirus systems use Al to improve their efficiency.

3 10T and Cyber-Physical Systems (CPS)

An important technology which assures a smart individual’s life, by means of
permitting communications between objects, machines, and everything along with
peoples, is Internet of Things (IOT). The increased usage of internet and mobile
devices leads to the risk of cybercrimes. From the internet, the IOT enabled cyber-
physical systems (CPS), a joining point between the cyber and physical worlds,
is facing threats and vulnerabilities. A virus, worm, Trojan horse, disrupting and
denying computer services, software bomb and damage are the reasons for system
interference. IOT enabled CPS can be made endangered by broad ways of cyber-
attacks from criminals, hacktivists and terrorists, so that cybersecurity has become
a critical challenge in IOT. Explosion of IOT devices in all environments, increased
utility of wireless connectivity and interaction of all components with mobile and
cloud platforms are the key drivers behind this trend. To work for the exact destiny
of automation and adaptation, a smarter IOT system will have Al, where voice
assistants, robots are few examples of Al enabled IOT.

3.1 Combined Application of BIC and Al in Cybersecurity

The greatest advantage of swarm intelligence is its joint strength which could be
well applied in cybersecurity. Like an ant leaves its traces in the way in which it
finds the food, the module (Bot) leaves its memory of an attack which is faced by it
along the network path.

When other bot is taking over the same path, the knowledge will be injected to
it. Same is the case for all other bots. As a final step, the bots will collectively or
jointly fight against the cyber threats. Also multiple threats could be identified at the
same time by multiple bots individually, and the retaliation would be a collective
action. This joint strength is the success of combination of artificial intelligence and
swarm intelligence in the field of cybersecurity.
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Let us consider the cybersecurity framework designed by Samuel Foni and
Luca Ronchini as a part of their project SESAR2020 for a complex and critical
environment like Airport. The Airport system consists of many interactive modules
which adapt to the changes in environment and with each other with respect to time.
It is highly sensitive to attack as it is less possible to protect this complex system’s
flaws that might be due to human activities or due to IT cyber degradation events.

3.2 Detriments of Conventional Cybersecurity Strategy
to Complicated Systems

Something more than understanding each and every part of the system is needed, in
order to get rid of the attacks. This means that, a wholesome approach is required
rather than concentrating on a single impact out of multiple attacks at multiple
modules of the system. And the response or decision against the attack should
be as quick as possible. These qualities are lacking in the traditional cybersecurity
approach which paves the way for a new technology to get engaged.

SESAR?2020 project is aiming to incorporate the traditional method along with
some additional aspects, which would highly secure the cyberspace. As usual,
the traditional modules are going to identify the threat, investigate, respond to it,
and actively defend the complex system from threat. But other additional modules
planned in a such a way that the criteria to identify, investigate, respond, and react
to the threats need to be dynamically changing with respect to time in the event of
overcoming the increasing cyber-attacks.

Three main logical blocks are needed to update the criteria dynamically with
periodic investigations. They are:

* Cybersecurity audit
* Risk valuation
* Cyber resilience review

3.2.1 Cybersecurity Audit

Having a wholesome idea of the system is enough to perform the audit. It is not
necessary to know about the subsystems or any other modules of the system because
all these details could be obtained by the following way. Various questionnaires
are put forth relating to the submodules of the complex system, various security
techniques being currently used, all the points where accesses could be done. With
these details, an elaborate analysis must be made to identify the significant assets of
the system and access limiting devices for the system. These become the input for
next blocks and also a sole segment of the construction.
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3.2.2 Risk Valuation

With significant assets of the system on one hand, it is necessary to identify the risks
associated with the assets on the other hand. Analysis must be made to determine
the probability of threats and vulnerable areas of attack. From this analysis, our first
requirement is to increase the security measures so that in future the scope of attack
should be reduced. In the same way, the framework should also be planned.

3.2.3 Cyber Resilience Review

This deals with the examination of the make-up details of the various protec-
tion systems, level of opposition toward attack and the speediness of the whole
framework. It also involves physical testing of the detection mechanisms, notifying
devices and defense devices. Further moving on, the verification attack recovery
plan, efficiency and effectiveness of the framework. Above all, strong control
of the response systems must be made. Further improvement in the framework
involves new retaliation measures, new working mechanism, and also new response
techniques.

3.3 Incorporating Risk-Based Approach into Conventional
Mechanism

Artificial intelligence is the technology which is having the capacity to identify
the risk, analyzing it, and updating its knowledge for future predictions. This is
very much useful for us to both counteract to the current situation and be ready
for further future attacks also. That is why the necessity of artificial intelligence’s
presence in hand with cybersecurity is increasing. In short, the cyber resilience
review activity is the significant tool to enhance the cyber threats lessening process.
Swarm intelligence into cybersecurity is yet another step that indeed improves
the speed of communication between the operator and the system. It follows a
hierarchical approach so that the person will have a singer point of contact and
his/her counteraction will influence more than one point of the system. In this
hierarchical framework, agents at multiple levels interpret the situation, adapt
themselves to current threat, and deploy their semi-rationalization and self-learning
capability on a logical basis.

So, entirely getting rid of cyber-attacks is less possible. At most, the artificial
intelligence and correlation techniques could be well used so that the threats from
any means at any time could be speedily and effectively conveyed to the operator.
This enables the operator to intervene at correct time and protect the system.
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Top layer Cutting edge data scrutiny and association, Queen ant
centered entirely on Al
E.g.: High-level SIEM
(Collects alarm and briefly interprets to the
operator)

Intermediate layer | Rub the data assembled by workforce, by means Male and soldier ant
of knowledgeable data scrutiny and association
E.g.: Mid-level SIEM, IPS, or EDR systems
(alarm generation)

Lowest layer Processing and collecting massive data Worker ant
E.g.: Log analyzers, IDS systems, cyber probes,
automatic scripts

Environment

EDR endpoint detection and response, /DS intrusion detection system, /PS intrusion prevention
system, SIEM security information and event management

4 Conclusion

Putting all the mechanisms inspired from the biological species in a nut shell will
furnish a hand full of approaches to the scientists and researchers in the event of
optimizing the traditional, conventional, and well-established way of removing the
puzzle knots of complex problems. Computer intelligence is evolving out of Al
which in turn mandates the existence of computer as an essential part to make things
amicable to the human beings. Since IOT-CPS is a complex and diverse web, it will
be difficult to keep track of all unethical incidents. A lot inconvenience can also be
caused by even power failure. To monitor its whereabouts at each instant, we may
require another Al scheme lying on such Al enabled IOT. Someday, our lives will go
on with the control of technology, as we will depend on them for everything, which
leads to get democracy of such systems for the populaces. Without getting enslaved
by the technology and to control this smart revolution, human beings should have
reign over all the man-made smartness, irrespective of the situations and cases.
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Impulsive Parking Systems for Smart )
Cities Based on Vehicle Location iy
and Destination Using Internet of Things

Mathan Chandran, Susan Immanuel, Thanarajan Kumaresan,
R. Suresh Kumar, and K. Vishnu Murthy

1 Introduction

People driving in the busy citified regions would be deeply annoyed to find an empty
parking slot and crave for a solution that could lead them to an unfilled parking slot.
The hustled movement of the vehicles in search of empty slot frustrates the driver
and increases the fuel consumption which in turn raises the pollutant level in the
exhaust gas. On searching for an empty slot in bustling urbs, the probability of
a mishap is higher [1]. This issue made industries to invest solely on developing
smart parking strategies by implementing modern technology. Cities with great
ordinal of on-street parking slots comparatively needs to take up smart parking to
avoid vehicles rushing to the empty parking slot. Today, parking sector is being
changed by modern technologies which facilitate cities to reduce overcrowding of
the vehicles and pollutants emission. Internet of Things (IoT) connects the world
of parking and provides intelligent parking solutions. In this frame of reference,
IoT employs integrated wireless sensor networks to link the parking slots cloud-
predicated astute management accommodations are offered. These affiliated devices
are termed as smart devices or smart objects, in addition it constitutes smart
machines that communicate and interact with each other, environment, objects,
etc. Some essential benefits of [oT are (1) easy to track, (2) increased awareness

M. Chandran (<) - T. Kumaresan - R. Suresh Kumar
Department of Automobile Engineering, PSG College of Technology, Coimbatore, India

S. Immanuel
Department of Chemistry, PSG College of Technology, Coimbatore, India

K. Vishnu Murthy

Department of Electrical and Electronics Engineering, Sri Krishna College of Technology,
Coimbatore, India

e-mail: k.vishnumurthy @skct.edu.in

© Springer Nature Switzerland AG 2020 157
G. R. Kanagachidambaresan et al. (eds.), Internet of Things in Smart Technologies

for Sustainable Urban Development, EAl/Springer Innovations in Communication

and Computing, https://doi.org/10.1007/978-3-030-34328-6_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34328-6_10&domain=pdf
mailto:k.vishnumurthy@skct.edu.in
https://doi.org/10.1007/978-3-030-34328-6_10

158 M. Chandran et al.

about the situation, (3) sensor determined judgmental analytics, (4) rapid control and
response, etc. IoT technology grows in diverse fields and the boundary constraints
are yet to be identified. To achieve our goal of smart parking, three major procedures
are involved namely sensing/detection, processing, and connecting.

The sensing/detection includes the collection of data such as parking infor-
mation, vehicle order information, and vehicle information by the sensors which
forms the heart of the system. Some integrated systems such as Infineon, Freescale,
Armcortex, raspberry pi, auridino, Tsmote, Tsgate, etc. are employed as controllers.
The data from the sensors can be refined by employing processors such as network
processor, hybrid processor, etc. and the contrivances are interlinked by technologies
called Wi-Fi, MCU/MPU, GPS, RFID, BT/BTLE, etc. [2]. Smart parking is a
vehicle parking system, which is based on road sensors and nimble displays that
directs motorists to find a parking space in a circumscribed time. Smart parking
system also calculates the time spent by the vehicle in the parking lot. In addition
to allocation of unfilled space location and calculate parking payment, the system
can also manage parking authorization. Presently, the parking authorizations are
printed receipts and digitizing them would be a value add-on which makes the
system utilization more feasible.

The contributions of smart parking system include: (1) increasing space uti-
lization, (2) more expeditious time to locate a vacuous parking slot and thereby
less CO emission, (3) improving driver’s experience, and (4) providing intelligent
management. Moreover, by using short-range communication technologies, like
near field communication (NFC) or radio frequency identifiers (RFID), it is viable to
realize an electronic verification system of parking authorizations in slots reserved
for denizens or incapacitated, thus offering a better accommodation to denizens that
can legitimately utilize those slots and an efficient implement to expeditiously spot
infringements.

From the point of management’s view, smart parking is a nimble parking system.
The parking method is sculptured as birth-death model and also the foresight of
revenues is created. Predicated on the foresight, incipient business promotions can
be made. For example, promotion prices (on-sale prices) and newborn parking plans
can be publicized and broadcasted to all the passing vehicles without unnecessary
costs. In smart parking, new promotions are revealed through wireless network.

This chapter will provide an overview of the various smart parking systems
proposed so far. The different sensors and processors used in the system will be
elaborated along with a few insights on the future directions toward a successful
smart city.

2 Rationale Behind IoT-Cloud Integration

Both Internet of Things and cloud computing have seen a humongous growth in the
recent times. Each technology has its own advantages and there are some mutual
advantages when integrated. The technological constraints like storage, processing,
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and efficiency of IoT can be enhanced with the capabilities and resource of cloud
computing. By the help of IoT, cloud computing can be used in authentic world
entities and in a more dynamic way. Cloud is the link between the things to be
connected and the applications. Here are some of the factors for integrating IoT and
cloud.

Storage Capacity Internet of Things as the name suggests has numerous infor-
mation sources, i.e., things that produce enormous non-structured and or semi-
structured data. For this purpose, IoT requires collecting, accessing, processing,
and sharing huge amount of data. On other hand, a cloud is capable of providing
unlimited storage on demand at low cost and the data stored can be accessed and
visualized from anyplace through APIs. Hence for storing the data generated by IoT
cloud is the most efficient and cost-effective method.

Computation power The processing capabilities of devices used in IoT are lim-
ited. Collected data from various sensors are sent to powerful nodes for aggregation
and processing. IoTs computational needs are addressed by the use of on demand
model of cloud. IoT with the avail of cloud can perform authentic-time processing
of data and thus highly responsive applications can be addressed.

Communication devices Devices with IP address can communicate with each
other through a dedicated set of hardware in IoT. Connecting, tracking, and
managing devices is made easy by integrating IoT with cloud computing. Any
device with an IP address can be accessed over internet from anywhere. IoT controls
things in real time through built in applications.

Scalability When cloud integration is provided, any number of things can be
integrated or abstracted from the system. Cloud provides scalable approach to IoT.
The resources can be varied dynamically according to the need or demand. In cloud,
the resources are allocated in accordance with things and applications requirement.

Availability With cloud integration anytime and anywhere, availability of
resources becomes effortless. The end user receives continuous services, as the
applications connected to the cloud are always up and are running continuously.

Interoperability Heterogeneous devices are used in IoT. Due to different hardware
and software configurations compatibility issues may arise. In an IoT environment,
maintaining interoperability becomes hard. Cloud solves this problem by providing
a communal platform, where all the devices connected can interact with each other,
i.e., they can share and exchange data in their compatible data format [3].

3 Infrastructure of a Smart Parking System

The basic infrastructure of a smart parking system is given in Fig. 1.
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Fig. 1 Architecture model of [oT sensing

3.1 Detection System

The primary function of a parking system depends on devices like sensors to
detect the occupancy of the parking slot. Two types of detection/sensing technology
namely, vision and sensor-based are predominantly used.

Vision-based methods employ CCTV where generally a single camera visualizes
many parking slots and the captured images are sent to a processing software which
identifies the state of the parking slot based on comparison method employed in
machine vision. In sensor-based method, each parking slot has individual sensor
for monitoring. The signals from the sensors are transmitted to the processor for
processing through a suitable communicating network.

3.1.1 Vision-Based Method

It is an efficient and cost-effective technology that guides cars to unfilled spaces
thereby effectively utilizing the parking spaces. Vision-based detection/sensing
technology can be divided into two families.

In the primary category, number of vehicles arriving and departing the parking
lot is estimated by the detection system, which will reveal the remaining unfilled
slots. In the secondary category, the state of each single space is monitored and is
used to guide a car to an unfilled space. This is an intelligent parking system as it
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aids the drivers to find the unfilled space without much effort by prompting the exact
location of the unfilled space and not just the total number of spaces.

Numerous methods have been developed to determine the state of an individual
parking space with the help of surveillance cameras, ultrasonic sensors, etc. installed
at each slot. Usually, many sensors are required to monitor the entire parking lot but
when the cameras are positioned high enough so that they provide a better coverage
with minimum cameras. This is especially helpful in open-air parking lots. However,
discovery techniques predicated on cameras and picture preparing experience the ill
effects of an absence of exactness and can be influenced by ecological or climate
conditions.

Chief problems associated with vision-based parking sensing systems are shadow
effects, obstruction in image, low resolution due to dull or bright light, and view
distortion. Light-colored cars in daylight background may lead astray the detector
software to consider it as an unfilled space; similarly, a dark area can be falsely
identified as a dark-colored vehicle thereby directing to an unoccupied empty space.
Also when there is a change in lighting, it affects the performance of the detector.
This is a major problem in the camera-based detection/sensing method [4, 5]. This
led to the usage of sensors instead of cameras.

3.1.2 Smart Parking Systems Based on Computer Vision

Lately, most of the research has been targeted toward the computer vision-based
methods. Here in the study includes data acquisition, processing, and analysis of
images. Computer vision employs computers to compete with human visual sense
which implies that the computers are able to learn, make conjecture, and perform
suitable actions depending on its visual input. The ultimate aim of computer vision
is to enable the computers to observe a visual data in the form of images or videos
and to act upon when there is any change in the visual data. For the most part, the
procedure is to examine a couple of edges for every second pursued by sending
the information to a chief database, along these lines the client can recover the
data about the adjustments in the parking area. Takizawa et al. [6] and Funck et al.
[7] in 2004 developed a smart parking system wherein they employed a CCTV to
identify the presence/absence of a vehicle in a parking space through pixel spotting.
A particular amount of pixels in the grayscale was set as a threshold to distinguish
between vehicle occupied and unoccupied states in a parking lot. This type of
system is highly reliable and accurate. However, these can be utilized in cases where
occupancy data are required. In order to acquire the car-park occupancy data Bong
et al. [8] in 2008 developed an integrated approach of image processing algorithms
termed as car-occupancy information system (COINS). Due to the use of image
processing techniques rather than sensors, made this system cost effective. Figure 2
shows the pictorial working of vision-based smart parking system. In the figure
below, C1, C2, C3, C4 are cameras highly mounted for better monitoring [9].
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Fig. 2 Pictorial representation of computer vision-based parking system

3.1.3 Sensor-Based Method

Yet another detection method is the usage of sensors to sense the unfilled spaces in a
parking lot. Due to the availability of various types of sensing systems, the selection
of a suitable sensor depends on factors such as size, reliability, robustness in
changing environment, and cost. The sensor technologies can be either categorized
as intrusive or non-intrusive.

The intrusive sensors require direct installation on the road surface for which
excavation and tunneling has to be done on the road surface. Sensors that come
under this category are piezoelectric cables, magnetometers, weight-in-motion
sensors, pneumatic tubes, piezoelectric cables, and inductive loops. Wolff et al. [10]
used the Earth’s magnetic field to discover unfilled parking slots. These sensing
devices are directly wired to the control computers.

One circumscription of the intrusive sensor systems is that long and perplexed
wiring is required from parking lots to the central control unit. In addition due to
the requirement of large amount of sensor systems, the cost of development of such
systems is high. Hence, wireless sensors came into play. Tang et al. [11] developed a
wireless sensor system using Crossbow Mote products and the extended Crossbow
XMesh network architecture. Benson et al. [5] suggested RF transceiver and antenna
with an ATMega 128L micro-controller system. Non-intrusive sensors are installed
directly on ceilings or ground. These sensors include acoustic and ultrasonic
detection systems. They require simpler installations compared to intrusive sensors
[12].
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3.1.4 Smart Parking Systems Based on RFID Technology

Radio frequency identification (RFID) employs electromagnetic waves to instan-
taneously identify tagged cars/vehicles. Tags usually store electronic information
that transmits data about the object to the reader/antenna through radio waves. This
system is still in its prototype stage and is little difficult to realize it practically.
In 2007, Pala and Nihat [13] developed an RFID-based parking system that uses a
software program to control and report the changes in a parking space. It can also
perform tasks such as selecting the nearest unfilled parking space and the location
is sent to the driver. Yet another RFID system was proposed by Jian et al. 2008 [14]
that contains a Gate-PC controller and embedded Gate hardware. It was a modular
parking management platform and can be replaced by any other related system or
hardware.

3.2 Processor

A processor is a device that receives input from sensors and processes the input and
converts it into a suitable form which is then transferred to the client. A processor
has inbuilt memory storage which makes it more efficient in handling numerous
data at a single time within microseconds. Figure 3 shows the general working of a
processor.

There are many processors, which are suitable for this application, some of them
are Infineon, Freescale, Armcortex, auridino, raspberry pi, Tsgate, Tsmote. Due to
robustness and ease of configuring, advanced RISC machine (ARM) is being widely
used for this application and is discussed below.

In this work, ARM family of generic microprocessors were used. The processor
used widely is ARM9TDMI which works on the embedded control from receiving
the input from the sensors and transmitting the signals to the users. This processor
attributes high performance, compatibility, economical power consumption, and
high-speed data transmission for the high-speed IoT applications. This processor
fortifies both the 32-bit ARM and 16-bit Thumb ordinant dictation sets, sanctioning
the utilizer to trade-off between high performance and high code density which
helps to add more features in future. Also it reckons logic to assist in both hardware

Stimuli———>| Sensor Processor Output

# Actuating an actuator
+ Display signals

o Location using GPS

Fig. 3 General working of a processor
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and software debugging issues. In addition, the selected processor possesses to add
external memory as on the demand required without mutation on the clock speed.
The ARM9TDMI also support for co-processors for master slave applications. The
ARMOITDMI processor core is constructed with five-stage pipeline consisting of
fetch, decode, execute, recollection, and indite stages. The device constructed with
simple bus interface affluent connections to either a cached or static RAM-based
memory system. An elementary data transfer protocol is catered for master slave
support [15].

3.3 Sensor Connectivity

Right after the installation of the sensors on parking spaces, they can form a network
and can send out their data to the processor. In order to set up communication
between the sensor and the processor, two communication methods are used. They
are (1) short range methods such as 802.11ah (Wi-Fi HalLow), Bluetooth/BLE
and Zigbee/Z-Wave/DigiMesh, and (2) long range methods such as Sigfox, LoRa,
Weightless, Ingenu, and NB-IoT/LTE-M. The long range communication methods
have the advantage of utilizing the subsisting radio access network and can
communicate with the infrastructures irrespective of place and time. Short range
communication methods mostly use wireless sensor networks (WSN) where mes-
sages have to be transmitted again through relays. For example, messages have
to reach parking meters or other sensors till the last infrastructure in the city.
Nowadays, WSN-based smart parking has attracted much attention. However, it
suffers from low lifetime, information delay, and wireless link quality limitations
[16].

3.3.1 Parking System Based on Wireless Sensor Networks

Since 2005, these kind of systems have been the center of attraction for researchers
as they have numerous advantages like rapid sensing, intelligence, speedy deploy-
ment, flexibility, and low cost. WSN-based parking systems have been proposed by
umpteen researchers. Due to reasonable cost, ease of installation, and configuration,
these types of systems are used in monitoring environmental condition with the aid
of sensors. This system primarily detects the empty parking space and guides the
driver to it through suitable signals. The sensors used in this system are ultrasonic
and acoustic based, i.e., they emit sound waves at a particular wavelength which
gets reflected back on hitting the object (car or ground) which in turn are converted
into suitable visual format by the processor and transmitted to the driver through
wireless network. Mathur et al. 2009 [17] in his research proposed equipping the
cars with ultrasonic sensors, which drive past the parking spaces to amass occupancy
data and upload the data to the centralized database. Once a car sends a request to
park, the centralized database provides the necessary information that guides the
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car to the vacant parking space. Lee et al. 2008 [18] proposed the utilization of
an amalgamation of magnetic and ultrasonic sensors for the precise and reliable
detection of conveyances in a parking lot, and described a modified version of the
min max algorithm for the detection of conveyances utilizing magnetometers.

3.3.2 Smart Parking Systems Based on Vehicle to Infrastructure
Communication

Connected vehicle technology (CVT) which depends on wireless data transmission
between vehicle and infrastructure (V2I) is a promising technology emerged
recently. It proposes an incipient keenly intellective parking technique that depends
on developing an incipient VANET-predicated keenly intellective parking to be
utilized for keenly intellective steering and perspicacious parking. It refers to vehicle
communication system, where the vehicles and the road side devices or units act
as the communication nodes, i.e., they can communicate and exchange signals
with each other like traffic information, safety warnings, and finding the empty
parking slot. This network consists of two types of nodes namely vehicles and
roadside station [19], they are assorted as “Dedicated Short Range Communication”
devices (DSRC), which works in 5.9 GHz bands under a bandwidth of 75 MHz
and has a range of about 1 km. Here two-way communication between the vehicle
and infrastructure is possible. In smart parking, the communication with the
infrastructure starts with the driver sending their parking request along with driver
information (IP), on receiving the request the system confirms the request, allots
the paring slot, notifies the driver about the location, and guides the driver to the
accurate position of the parking slot. A new parking system called SPARK proposed
by Stibor et al. 2007 [20] consists of four parts namely real-time parking navigation,
system setting, friendly parking information dispersion, and an intelligent anti-theft
protection. In this proposed method, the entire parking lot is under the supervision
of three roadside units (RSUs). The RSUs monitor and control the entire parking lot
using VANET technology; light sensors are employed for the purpose of detecting
empty parking space.

3.3.3 GPS-Assisted Smart Parking System

Using global positioning system (GPS), a vehicle’s exact location can be deter-
mined. Here, this system is used to determine the empty parking slot and guide
the vehicle to that particular location. Chon et al. [21] presented NAPA, a location-
based system for smart parking. The server in the system associates buildings on the
campus with parking lots in the order of distances to the building. After locating the
most proximate available parking lot, the utilizer sends the NAPA server a message
that he/she has parked. Another way of smart parking is by booking the available
parking slot by sending short messages to the server. First, the free space request
must be sent by SMS and the server sends the list of available empty parking space.
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The booked parking slot location is sent to the user through SMS using GPS [22].
This prototype circuit is simple in design, has high reliability and high accuracy.

Figure 4 shows how the request is generated and how it is completed in a flow
diagram. The driver on parking at the location allocated will complete the request
cycle by sending an SMS.

3.3.4 Other Hybrid, M2M, IoT Systems

Machine to machine (M2M) IoT systems is exchange of information between
two machines without human intervention. It allows direct communication among
wireless heterogeneous terminals. There are usually four stages in an M2M
communication system. They are (a) data acquisition, (b) transmission of data
over a communication network, (c) processing of the data, and (d) result of the
information. This property makes M2M more desirable in a smart parking system.
The M2M systems always have aggregators that connect multiple end nodes that
contain sensors to report the physical changes and a gateway that connects the
cellular network for subsequent internet attachment. Certain hybrid techniques were
developed by Yeh et al. 2016 [23]; Pham et al. 2015 [24]. One noteworthy hybrid
system was developed by Lee et al. in 2016 [25], which detects the unfilled parking
spaces through smart sensors and actuators with the middleware copulative clients
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to terminal contrivances. The system operates via Bluetooth connection between
the smartphone and wireless sensor nodes. Another hybrid parking system was
proposed by Fraifer and Fernstrom in 2014 [26] where they developed a prototype
using camera nodes and open source computer vision algorithm to identify unfilled
parking space. In 2011, Foschini et al. [27] designed and implemented an M2M
application that can manage road traffic. It has an integrated IoT retractile pillar
management system that restricts vehicular access to particular areas in the city
based on standard infrastructure and software components. This is an intelligent
parallel technique that uses RFID technology along with gate PC controllers,
embedded gate hardware, and two ultrasound range sensors. The vehicle check in
and check out is controlled by the RFID tags and reader. This system emerged as a
promising application of IoT that can be brought to practical development.

4 Challenges in Implementing IoT

4.1 Technological Challenges

In order to realize a fully functional smart parking system, the following technolog-
ical constraints have to be overcome.

Scaling of integrated systems In an effective smart parking ecosystem, there
are various integrated systems for each area. Each of them may use different
hardware and software components, i.e., sensors and communication methods. With
the addition of service like electric vehicle charging, the complexity of system
integration increases. Therefore to achieve scalability, standard framework like the
connected vehicle reference implementation architecture should be used by all the
system developers.

Security One of the motives of smart parking systems is to make cashless payments
for parking. But this will involve security challenges such as the amenability with
payment security regulation, user recognition, and validation or parking occupancy
monitoring so as to rightly charge the user. Overall confidentiality of the system has
to be guaranteed.

Co-existence of non-smart cars Some of the smart parking systems employ RFID
technology for the identification of cars and has RF readers installed in the parking
space. In order for the reader to detect an inbound vehicle, the vehicles should
possess RF tags. However, it cannot be assumed that all the cars are going to have
these tags and thereby this technology cannot be used by those cars. Thus there will
be a miscount in the number of cars entering the parking lot and also the occupancy
of parking space by these vehicles cannot be detected which sooner or later leads to
a chaos in the space provided for parking.
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Dynamic pricing models There are a few research and applications that have
proposed dynamic pricing models to cut down the time spent in finding the parking
slot and overcrowding. In these systems, parking will become more expensive
during peak traffic. Also no real-time traffic data is used to estimate the prices. If
the real-time traffic data are considered it could be beneficial to efficiently disperse
the traffic congestion caused by the drivers searching for a parking spot [28].

5 Conclusion

Owing to increasing vehicle population in urban area and reduced parking space the
necessity for advanced parking aid arises. One of the major achievements so for in
research is the use of IoT and cloud computing techniques along with sophisticated
communication channels. This has reduced the adversity of parking drastically. The
smart parking system is classified into three major subsystems; they are gathering
information, development of system, and service distribution. Different sensing,
monitoring, and processing techniques have been analyzed and discussed in this
chapter and made ready for the readers to understand the need and working of the
smart parking systems. Engineering insights on how IoT and cloud computing plays
a major role in this system is also discussed and the best way to get the highest
efficiency of this system is to integrate IoT and cloud computing together with the
suitable communication techniques. This chapter helps to understand the working
and the required facilities to be considered in the parking spaces to implement smart
parking systems. This helps in reducing the trial and error for the implementation
thereby reducing its cost. This chapter also highlights the challenges to overcome
while implementing a smart parking system. State-of-the-art technology throws out
suggestions for further development in research on smart cities by improving the
IoT architecture.
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1 Introduction

Alzheimer’s disease is a chronic neurodegenerative disease and the most common
type of dementia which affects mostly elderly people resulting in progressive loss
of memory, deficiency in social interaction, and impairment of daily activities.
The symptom for Alzheimer’s which is most commonly experienced by the
affected people is short-term memory loss, which gradually grows and renders
them unable to remember even the identities of their own family members and in
some cases, their own details. It is expected that the burden caused by dementia in
developing countries will follow an upward trend due to an increase in longevity
and prevalence of risk factors such as hypertension [1]. According to research, most
people currently affected with any sort of dementia have not undergone a formal
diagnosis. In high-income countries, it is noted that only 20-50% of dementia cases
are recognized and documented [2]. The World Health Organisation (WHO) has
predicted that by the year 2025, about 75% of the estimated 1.2 billion people
aged 60 years and older will reside in developing countries. The cost of health
care for Alzheimer patients is huge as extreme care has to be taken while treating
such neuro-degeneric diseases. The proposed project is to design and implement a
system to track and locate Alzheimer’s disease patients who are prone to memory
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loss and suffer from lapses of concentration [3]. In such critical circumstances,
tracking the movements of the affected patient is beneficial indeed as it helps
us to know the exact location of the patient and predict their condition. In this
chapter, the patient carries a tracking module which when queried by the caregiver,
automatically locates itself via a GPS receiver [4] and then relays the location to the
caregiver via GSM. This system is very efficient and highly useful in tracking the
patient’s movement. Mobile Hub software is capable to run almost every Bluetooth-
enabled and Android-based smartphone which can be used by the caregiver to locate
the patient whenever he/she wants to. In case of a sudden and unexpected panic
situation, an alarm can be activated either manually by the patient or automatically
by the accelerometer sensor in the smartphone. When this alarm signal is given,
the central dispatcher is able to acquire the location based on the GSM or GPRS
cell information immediately and the information is sent to the cloud using IOT
via the SIM module. This allows the concerned people to view the current and
exact location of the patient and take necessary action. In case of any abnormality
in the patient’s health, the concerned people will be notified about the patient’s
condition either through an SMS or a phone call. The implementation of this system
can be done using SIM 808. A major issue faced with the location tracking is the
security of the data. This can be controlled by implementing data encryption on the
location data which will ensure the effectiveness and security of the information
transmitted/received. A security algorithm is a mathematical procedure used to
encrypt data which requires the help of a software key once encrypted in the form
of a cipher text, in order to convert the text back to its normal form. In this project,
enhanced RSA (Rivest-Shamir-Adleman) algorithm is used to encrypt the data. This
algorithm uses a public key as well as a private key with signature along with
an Arduino Pro Mini. The main objective of this project is to provide a reliable
and efficient real-time health-monitoring and location-tracking system for dementia
patients and also eliminate the need for expensive facilities.

2 Literature Review

The shoe is a wearable device which is used for the person affected with dementia
[5]. There are totally seven stages in dementia, the most difficult stage is from
stage 1 to stage 2 because the physician himself will not be able to find out the
transformation of the patient and the caregivers [6]. The shoe embedded with GPS
tracking system provides path guidance [7]. The AD patient will be reminded about
his appointments and meetings via SMS [8]. The components used here to design
the smart shoe are GPS module, WiFi/GSM, cloud, and Arduino. A wearable
Steps is a pair of shoes designed for those suffering from AD. Given AD patients’
propensity to forget and lose what they are carrying, we embed technologies within
the shoe as a daily fashion item that patients wear when they go out for a walk.
The shoe supports two functions: they alert patients who fall into a mental trance
and they monitor the patients’ location for their caregivers. This is the era of
wearable technology which will be the future of human science [8]. The shoe is
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water resistant and it will not be damaged if at all it is immersed in water. The
battery of the pocket is “piezoelectric” so that the battery doesn’t get drained off
and it produces energy as and when the patient starts walking [9]. No medicines
have been found for the disease dementia; even today researchers are struggling to
find a proper medicine for the people suffering [10]. So this shoe might be very
helpful for them and for their caregivers to make them stable and send an alert
of what they are up to and what kind of remedial measures they can take to cure
them [11]. The systems have also been implemented in bus tracking and monitoring
locations in an efficient way. Version control and bug tracking systems comprise
of large measures of ancient data that can provide deep insight into the evolution
of the internet of things [12]. GPS is constantly turning into universal utility as the
expense of installation of the technology into automobiles, computer, machinery,
cellular phones decreases. GPS also have been advanced into miniature devices for
further applications in other fields of sciences. Molding the world of science through
mammoth networks of wireless network ports, specifically for implementations like
environmental monitoring of water and soil, need these nodes to be very minute,
lightweight, and unobtrusive. Real world considerations such as the miniature size,
expense, and power constraints of ports preclude the power of reliance on GPS of
all ports in these interconnected networks [13]. The modified approach which is an
enhancement over traditional RSA algorithm may include prime numbers, public
keys, K-NN algorithm, and exponential powers both for the sender and receiver [14].

3 Proposed System

Figure 1 explains the components used in the SIM integrated cloud model include
the Arduino IDE, Cloud Server, SIM 808.

Fig. 1 Working model
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e At first download the Arduino IDE into your computer which is the software
used to embed C programming into the Arduino board for application. Create a
channel consisting of two fields where one of them is meant to show the latitude
and the other for longitude.

* The next step includes setting up of components in place such as placement of
the Arduino and SIM 808 into the Pocket. Update the write and the read key
from the channel to the code and upload the results in the cloud after creating a
channel along with introduction of data variables [15].

The tools used for development include Arduino Pro Mini, SIM 808 Module, and
Arduino IDE along with cloud server. Arduino Pro Mini is used to get the readings
from SIM808 and perform actions by sending certain AT commands.

The input data from the source are secured using RSA algorithm in the Arduino
Pro Mini which provides a secured cipher Text. In order to enhance protection
while transmitting data we proposed security algorithm in the Channel path. This
encrypted data is uploaded to the cloud. The data can be retrieved from the cloud
and original data is obtained from SIM 808.

SIM 808 is used to get the location and transmit the data through GPRS signal to
the cloud. Arduino IDE is used to program the Arduino Board and send commands
to view the output in text format. The cloud server is used as major cloud storage
for further analysis and virtualization. The development language to be used as the
platform for the coding part is made more efficient with the usage of Embedded C.

The cloud server is the IOT [16] analytic server used to store the coordinate
values to the server. The location data includes the latitude and the longitude values
that can be viewed as a graph by the analyzer. The coordinates of the location is
sent to MATLAB visualization to show the location of the patient in Google Maps.
Channel Id and read key are used to read the data from the server.

The following steps are used to deploy the cloud environment:

* Send the AT commands to the SIM 808 module through Arduino Pro Mini.
* Get the location coordination of the patients from the SIM 808 module.

* Send the location coordinates to the server using GPRS signal.

* View the data from web server.

Figure 2 describes the flow chat diagram describing how the system gets their
input and how they are processing data and the output of the system.

The above flow chart (Fig. 2) describes the cloud storage is an exemplary of
data that is being binned in which the digital data is stockpiled in coherent pools
and the physical storage intervals multiple servers and the physical surrounding
is typically owned and coordinated by a hosting company. These cloud storage
providers are responsible for keeping the data available and accessible, and the
physical environment protected and running.

Storage and retrieval is enabled and made efficient with the help of cloud server
protocol. Cloud serves as an extensive virtual storage for massive databases. The
storage is categorized according to the features for easy retrieval. Every application
featured with a backend needs standard and reliable cloud service [13]. There are
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paid and unpaid types of clouds hired according to the individual’s requirements.
Our project is concerned to mammoth data which would need a wider platform for
storage and retrieval. Though our data is not confidential yet it has to be stored in a
cloud service to process further and analyze the data. The GSM is connected to the
cloud via a router and instantaneous location of the patient is transferred and stacked
into the cloud service. As a cloud user, one would expect best in class performance
and best pricing for all his storage needs. GPS or global positioning system is a set
of interconnected orbiting satellites revolving around the planet earth that usually
sends precise details of their current position on earth. The signals are thus extracted
by GPS receivers called the navigation devices. They are used to calculate the pin-
point position, velocity and time at the vehicles exact area of location.

GPS is popular for its defense purposes and was first developed by the Americans
to aid in its worldwide intelligence efforts at the peak of the Cold War. Ever since
the past few decades, the GPS has been available at ease to anyone provided with
a tracking receiver. Airlines, trucking firms, shipping industries, and organizations
irrespective of the location use the tracking system to trace automobiles, follow the
apt to get them from A to B in the shortest possible time.
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People and other industrial firms hire storage capacity from the providers to store
user data, industrial data, or application data. Cloud storage is unified object storage
from live data to data archiving. With low complexity and consistent API across
massive storage it introduces a storage you can use. Gone are the days of retrieving
data and tape backup. GSM device has gotten the most extra-limited applications
and finds its place in almost all appliances relating to IoT [12]. It is a cell phone
standard and used internationally. GSM originally stood for group special mobile
but now it had been changed to global system for mobile communications time
while. We are here to efficiently use global mobile communications chip in the most
possibly extensive way thus paving way to a new generation innovation which can
be used for tracking with minimal efforts and is a child’s play for new users even.
We are hereby placing the GSM into the pocket to trace the exact location of the
person. The GSM also provides live screening of the location on the rear end by
the user using Google Maps. These map navigations are useful to detect the rate of
change of position of the person being tracked. Arduino serves as an open source
electronic platform via which one can access hardware and software easily. The
Arduino is known for its flexibility to blend with any kind of IoT setup and has
got unique features. We use Arduino to switch on a sensor or to finger on a button.
Since decades Arduino has been serving as the brain of millions of major projects
making them easier to use due to its compatibility. A worldwide community of
professionals have been gathering this open source platform for achievements in
technology. Cardiac care assistance using self-configured sensor network—a remote
patient monitoring system was used for this research [17].

Efficient scheduling in computational grid with an Improved Ant Colony Algo-
rithm was used to schedule the database of the patients in an efficient manner
[18]. An efficient performance evaluation model for the resource clusters in
cloud environment using continuous time Markov chain and Poisson process was
used in this research to identify the performance of the tracking system [19]. A
novel resource clustering model to develop an efficient wireless personal cloud
environment was to cluster the tracking resources to enhance its performance [20].
Markovian model based trustworthy architecture was taken as reference to build the
proposed system architecture [21].

The patient suffering from Alzheimer has to be tracked and monitored for their
safety by their caregivers. The exact location of the person is being made available to
the caregivers via a GSM module. We place the module into the pocket of the patient
without their knowledge. Continuous monitoring of the patient is done. When the
patient leaves his home he might forget his wallet or phone or any other accessory
but it is 100% probable that they would be wearing his pocket while stepping out.
The pocket would be fabricated with a very fine layer of chip embedded sole which
would never get to the patient’s notice [22]. The pocket is embedded with a GPS
and an Arduino and a battery thus the GPS is connected to the cloud with the help
of GSM and Arduino and the location and time are stored in the cloud database and
monitored in your android phone.

Cryptography plays a major role in data protection when it is transmitted from
one component to another or cloud. So while processing the data the intruders may
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affect our system. In order to overcome these issues, we introduced RSA algorithm
[6] which solves an unapproachable challenge in network security, enabling the
security but exchange of encrypted communication between the component and the
cloud.

The following is the description of how RSA works with the Arduino board:

* The RSA is the cipher where plaintext and cipher text are integers.

e The size used in RSA [7] is 128 bits.

* Key pair function is enabled for public and private exponent.

* By using encryption and decryption steps the cipher text is converted to original
message which is enclosed with signature.

4 Results and Discussion

In the proposed system, GPS tracker sends the location information to the Arduino
board. By implementing, RSA algorithms in the Arduino board the location values
are encrypted for the security and the encrypted values are sent to the Matlab and
it shows the values in the graphical representation for our experimental purpose
[15]. The encrypted location values are sent to cloud storage using GSM module.
Figures 3 and 4 show the longitude and latitude values in Matlab. In Figs. 3 and 4,
X-axis represents the time period and Y-axis represents coordination of longitude
and latitude, respectively.

Figure 5 shows how the current location of the patient in terms of latitude and
longitude is converted to cipher text using RSA algorithm [8] with signature before
transmitting from the cloud and when it is coming to the user it is again accurately
converted to plain text and the latitude and longitude is restored.

Fig. 3 Longitude location
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Fig. 4 Latitude location

Fig. 5 Encryption and decryption of sensitive data

Figure 6 shows the current location of the patient using GPS by using the
longitude and latitude values, [22] and we can see the patient’s current location in
our mobile phone through Google Maps. Safety zone was created by caretakers, so
that when the patient crossed the safety zone, the alert message will be provided to
the caretakers. By using the message, the caretakers can take the appropriate action.
The safety zone is the where patient can remain safe. When they move out from
that zone it seems danger for the patient. Safety zone will be in the range of 500 m
around the place where the patients are cared.

The error rate is calculated to find the percentage of accuracy in the data that
could be received at the other end. If we send data as plain text it will be modified
by the intruders. To prevent this, we encrypt the data and send. Figure 7 shows that
the percentage of error in the data transferred without encryption is greater than the
encrypted data.



Implementing Cryptographic Internet of Things in Patient-Centered Network. . . 181

Fig. 6 Location of the patient
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Fig. 7 Error rate vs data with and without encryption

The execution time is defined as the time taken to run the code. The difference
between the time taken to send the normal data and the encrypted data is measured
in the Fig. 8. It shows that the execution time of encrypted data takes relatively more
time compared to the time taken by the normal data.

The data should be received in decrypted form so in Fig. 9 the time taken to
send normal data and decrypted data is shown .It explains that the execution time of
decrypted data takes relatively more time compared to the time taken by the normal
data.
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5 Conclusion
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Nowadays there is no special device to track the location of the Alzheimer’s patient
and sending the location to the cloud with security through IOT. The main problem
that all are trying to solve in IOT is data security. Attackers can easily attack the
data that are sent through IOT. But the proposed system can solve the data security
problem by using RSA algorithm and send the secured location data to the cloud. By
using secured location data, caretaker can monitor the Alzheimer patient’s location
during their last stages of the disease and take the necessary action for it.
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Advanced Energy Management System M)
for Smart City Application Using the IoT s

A. Sampathkumar, S. Murugan, M. Sivaram, Vishnu Sharma,
K. Venkatachalam, and Manikandan Kalimuthu

1 Introduction

About 84% of the world’s population has access to electricity, and many people have
gained access to electricity in the past decade. Nowadays, the undertaking of ideally
planning for a vital and progressive society is becoming increasingly troublesome.
The electricity arrangement framework that endeavors the tasks of transmission,
circulation and the executives is called a matrix. The smart grid (SG) can partner
with and improve the old power grid framework [1]. It joins 2-way correspondence
innovations, smart meters, great machines and RES to help convey the products
of a framework that is dependable, self-recuperating, cost-proficient, secure and
progressively reasonable. A savvy home is a vital unit of a good matrix. The idea of a
smart home was first developed in the mid-1990s [2]. With the increase of electricity
use, the need to help the general effectiveness of electrical frameworks is further
expanding. Subsequently, vitality productivity is changing into an increasingly
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troublesome errand for every SG and smart homes. The EMS streamlines, and
the executives deal with the tasks of transmission, circulation and the board. Two
significant elements of EMS are the request side administration (DSM) and supply
side administration (SSM). DSM is a procedure proposed by utilities, which causes
electricity buyers to change their electricity utilization designs through training.

As a rule, the point of DSM is to teach the vitality customer to utilize less
electricity throughout on pinnacle hours and satisfy their vitality necessities during
off pinnacle hours. Then again, SSM deals with various vitality age assets and
improves the responsibleness of offers. Multi-Agent System (MAS) innovation
assumes a horrendous potential job in SG and smart homes. In writing, it has
been utilized for the point of reproductions, request reaction, activity, SG control,
control of microgrid, stockpiling frameworks, smart home administration and for
administration reclamation [3]. In MAS, various specialists speak with each other
to accomplish a specific objective in an exceptionally viable way. This grants
operators the ability to talk, associate and conference with each other for the
practical utilization of vitality assets [4]. In this examination work, HEMS is
implemented to exploit MAS for smart homes. A partner algorithmic standard
intends to create a harmony among interests and give smart machines a customary
zone unit utilizing a swarm insight improvement system, BPSO, to help understand
the most straightforward calendar for each apparatus [5]. This technique coordinates
energy storage system (ESS) that consolidates work unit, turbine (WT), stockpiling
framework and principle network (MG). This strategy permits need strategies to
blend with ESS. Time of utilization (TOU) valuation duty is utilized that has low,
medium and high top hours.

2 Related Works

Currently, around 55% of the world population lives in urban areas [6]. Subse-
quently, progress in organization is imperative to improve electricity use in urban
regions (for instance warming as well as capability of power) and to verify the
impact on the framework structures. This data is made open through sensors that
could be put in each structure and inside the framework. If there is to be an
event of region warming, building centrality profiles ought to include framework
topology and characteristics that considers extreme heat to diminish the apexes. This
reshaping impacts the building air temperature profile, which will be completely
evaluated to maintain customer comfort at a sensible level.

Additionally, as a result of the Internet-of-Things (IoT) [7] and correspondence
measures [8], watching data is made accessible at the utility organization gather
points so trapped methodologies are actualized in cloud or pack structures. Another
critical impact of the IoT is the clear joining of heterogeneous learning sources that
will be used to make smarter methodologies.

The data which is collected from different source has been identified the accuracy
level and properly fitted to the model by some meta-heuristic algorithms [9-13]. The
authors has developed various home automation and energy management technique
using the IoT devices [14-17].
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3 Research Gap Identified

Through the audit of existing writings, certain confinements are seen, and they are
characterized below:

1. In existing writings, the disadvantages or issues in innovation of a smart network
alone are not assessed.

2. Research focuses on only a discrete part, which means either on network
framework or power framework.

3. Methodology to defeat issues in the IoT engineering is not introduced or inquired
about.

4. A useful upgrade of smart framework applications for the existing successful
power board plan is not introduced.

4 Proposed Methodology

The introduced research technique deals with all the domestic appliances and related
sensor data are connected through the 10T’ s needs, the devices are connected to local
Ethernet. Then this LAN can be extended to multiple rooms or locations to monitor
the energy utilization, etc. The Energy related data will be stored in a Data server on
LAN, which runs a separate application called Energy Management System (EMS)
to give energy advice about the domestic appliances. In this scenario, a stochastic-
based energy management scheme will be developed and adopted for an effective
energy saving mechanism in smart grid applications. The EMS connects through
the GSM 3G network using the designed mobile application. This smart EMS can
be extended over the IoT for any number of smart buildings or smart homes in the
smart city for maximum comfort.

The present research is planned to be implemented in the following research
phases (Fig. 1):

Phase 1: Phase 2: Phase 3:
To interconnect Developing Deglgnmg IO.T
. architecture with
smart home »  stochastic energy .
. . improved
appliances in management .
wireless
Ethernet scheme for smart .
rid application communication
gna app ’ system for smart city.

Fig. 1 Phases of research work
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4.1 Stochastic Energy Management Scheme

To control the flexibilities and their uncertainties motivated a stochastic energy man-
agement scheme. To that end, the parameters {(pf, gf, P}, 70, 1)} , are modelled as
stationary as well as processes of ergodic stochastic. The new energy management
scheme is thus posed as:

C:= min Z [no,, (p,TR,,, +qT Ry — 1Tp,) 4T [p,]] 1)
{pf.af}

Stoforallz, 0<ps, <ph, Vnes )

Py, =Psi VYnes, 3)

g5, <tan 6.p5,. ¥ n )

(Pi.so t)z + (a5 t)z = Ei, V on,t (5)

Pl ot +a fufila < Su. Y onit 6)

v < 2Rp, +2Xq, +vot <V, VYt %)

Z(p§ 1) + (@5 1)’ <5, ¥n ®)

Z[prfuft o+l e < Se ¥ ©

v <Z [2Rp, +2Xq, + vot] < v, (10)
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Where the desires are assumed control over the joint dissemination of
{(p. qf, DT, 70, 1)} .- The stochastic issue includes limitlessly numerous
advancement factors, which will be signified x := {(pf, ¢f)} ¢.

The limitations in (1)—(7) apply deterministically consistently, while those in (3)—
(7) compare to looser immediate operational points of confinement. Then again,
requirements (8)—(10) uphold more tightly operational points of confinement, yet in
a normal sense, consequently coupling factors crosswise on occasion. Observe that
constraint (p5 ;. t)2 + (g5 t)2 < 52, V¥n implies constraints (5) and (7), but the
converse is not true.

5 Result and Discussion

The energy consumption and the cost reduction result achieved by the proposed
method is discussed below with graphs and tables.

Figure 2 shows the energy consumption graphs, and Table 1 shows the values
achieved by energy consumption.
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Fig. 2 Energy consumption graphs

Table 1 Energy

. No. of energy hub | Proposed method | Existing method
consumption

6 2.4 2.5
8 1.8 2.8
12 0.7 2.2
14 0.6 1.3

16 0.9 1.2
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Table 3 Power consumption

Proposed
Existing

4

6

8 10

No. of
energy

6
8
12
14
16

Hub

N N =

12
Time

hub

Proposed method

62
52
48
50

14 16
(s)

Proposed
method

232
200
243
254
219

A. Sampathkumar et al.

18 20

Existing
method
245

235

276

285

227

69
67
53
70

22 24

Peak to average
ratio (PAR)

5

[SSRIENRIF - V]
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Figure 3 and Table 2 show the cost reduction with the proposed and existing
methods, and the peak to average ratio value achieved by the proposed and existing

methods.

Table 3 shows the power consumption of the proposed and existing methods.
Figure 4 shows the power consumption graph.

6 Conclusion

As an indispensable fundamental connection of smart brace fringe data observation,
the sensor network has wide application space in the power framework, which will
assume a significant job in lattice development and control framework well-being
generation through the board. The intellectualization of intensity framework has
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not been finished, and a great deal of the currently used gadget should be updated
because it needs a gigantic amount of work. Monstrous information handling and
capacity are required for the IoT. The PC information preparing capacity must meet
higher and stricter necessities, and the related equipment expenses of the intensity
framework are also tremendous.
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Smart Vehicular Management System )
Using Blockchain for Internet Shogichr
of Connected Vehicles

K. S. Umadevi, B. Shalu Mohammed, P. Balakrishanan, K. R. Jothi,
M. Madiajagan, D. Geraldine Bessie Amali, and P. Madhavan

1 Introduction

The Internet of Things is the next emerging technology, where many devices could
be interconnected and interact with the environment to collect data and information.
The Internet of Things (IoT) [1] requires a complete and rich set of wireless
connectivity and networking protocols. The Internet of Things is from wearables
devices to smart appliances to automobiles, where connected devices also require
scalability for resources with constrained devices. All embedded software systems
and services use a rich set of connected devices for the IoT that meets certain
conditions, such as reliability, security and power consumption for demanding
markets, including medical, industrial, automotive, etc. All the IoT solutions are
enabling the development and control of a connected embedded system very safely
and securely.

Blockchain is a decentralized computation and information sharing platform that
enables multiple authoritative domains, which do not trust each other, to cooperate,
coordinate and collaborate in a rational decision making process. Blockchain was
first introduced in 2009 by Nakamoto [2]. Blockchain has been developed over
many years for usage other than just cryptocurrencies. Blockchain is the first historic
permanent decentralised, global trustless ledger of records. Since the invention of
blockchain, all the entrepreneurs of different industries around the world have come
to know about the implication of blockchain development. The idea of blockchain
technology has its own imagination running wild, and it can be applied to anywhere
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Fig. 1 Gartner hyper cycle [3]

that has need of trustworthy records. There is complete power for cryptography for
every individual work and to stop the third party digital relationship by requiring
authority of transactions considered as ‘pull transactions’ (Fig. 1).

The concept of the Internet of Things (IoT) refers to connecting prod-
ucts/processes that are capable of communicating through an internetwork. It
follows the rule of thumb “anything that can communicate can be connected”
for sharing information, i.e. gathered or processed by itself. The leading research
and analytic firm Gartner [3] predicted that nearly 20 billion IoT devices will be
connected by 2020. For extensive connectivity, the IoT makes use of the Internet
Protocol (IP) widely used by researchers, academics, industrialists and others for
internetworking. The main objective behind the establishment of the IoT is to
process any data gathered by these sensors/actuators at the right time to make it
meaningful with less intervention by human beings. Applications of the Internet of
Things include transport and logistics, business, communication and entertainment
media, health care, habitat monitoring sector, etc. Owing to the growing interest
of people in benefitting from this network, industrial personnel have established
a smart connectivity among the devices with the complete help of advanced
networking technology such as 5G [4]. Not only the backhaul network used for
facilitating the network but also the architecture and interaction pattern of the
software used and the tools used for analytics aim towards smart behaviour.

IoT devices make use of the Radio Frequency Identification (RFID) microchips
that enable wireless communication. RFID are most commonly used in the tracking
industry without line of sight communication. The RFID system makes use of a
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reader to detect the tags in the objects under close proximity. The passive tags are
not battery operated, but instead they make use of the readers interrogation signal
to communicate the ID to the RFID reader. One of the major applications of RFID
is to identify vehicles in the Intelligent Transportation System (ITS). The proposed
work makes use of RFID for vehicle identification, traffic monitoring and parking.
Blockchain is a sequential data structure consisting of blocks that contain multiple
hashed transaction values. Any number of blocks can be added in the chain and end
by using some mining techniques, whereas modification in the mid would require
subsequent changes. These are duplicated across the network nodes and shared
via Peer-to-Peer file transfer protocol. Though the interest behind using blockchain
was initially bitcoin and the other virtual currencies, it attracted industry personnel
for a variety of reasons. Since it is distributed in nature and serves as an open
ledger, it is applied not only for financial applications but also business, healthcare,
registrations, voting, music media, etc. The new beginning of the integration of
blockchain and the IoT would be one of the most viable solutions to most daily
challenges and problems. One such problem in metro cities is handling increased
vehicle traffic, which results in the need to develop a Smart Vehicular Management
System. Although a number of projects have been carried out for developing systems
to ease the various mechanisms and stages in the vehicular field, most of them seem
to be monetization centric.

This work proposes a Smart Vehicular System that is more of an application
for ease and traffic reduction than a profitable business solution. According to a
special report by skyline parking, on average a vehicle wastes about 2 min waiting
in the parking line. About 300 vehicles go through the same process each day at one
parking site. This leads to a total wastage of 600 min and excess fuel consumption. If
10 h of time is consumed per parking lot, then the amount of time and fuel wastage is
a huge number across the country. In addition, around 30% of vehicles are roaming
around the city to find a parking space. Hence this work is an attempt to reduce this
drawback by automating the process of parking, thereby avoiding the waiting time
of the vehicle using the concepts of blockchain in the IoT (Fig. 2).

Fig. 2 Example for blockchain
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The objective of this chapter is

* To develop a system for automatic parking fee transactions in various places,
such as malls, hospitals and any public parking space and other buildings.

* To enhance the insurance monitoring system, to intimate the user beforehand
with the deadlines and automatic pre-booking of insurance documents before
expiry.

* To provide a Secured Storage of documents in the blockchain database for easy
retrieval of e-documents and eliminating the need for hardcopy.

* The advantage of the system is to reduce the traffic congestion and the user can
check before coming to any parking lots.

* The system will have a wallet so that every user needs some minimum balance
in their account before reaching a parking space.

* Once the user leaves the parking lot the amount will automatically be calculated
and reduced from the wallet, so the user does not have to wait for payment
manually.

* The key concept behind using the IoT technology is RFID. Each vehicle is
identified by a unique eight digit Hex-decimal number.

* The proposed system provides real time availability of parking, booking and
reservation.

* The system will be able to provide advance payment using blockchain transac-
tion.

* The city traffic congestion and other details will be updated in the system

As mentioned earlier, there are many systems formed to avoid traffic congestion
in malls, hospitals, public parking spaces, etc. Some statistics have been collected
in India that show the importance of reducing environmental pollution, paper waste,
etc.

As seen in Tables 1 and 2, most of the issues are related to different physical and
environmental problems, and they become larger when people ignore them, which
in turn leads to health and environmental degradation and loss of capital.

Many environmental and economic disadvantages have occurred because of
traffic congestion and traffic jams, which we seldom realize. Another major problem
is that a majority of people are wasting fuel looking for parking spaces, and
sometimes parking spaces are found in crowed places such as markets, leading
to accidents and further frustrating drivers. Also, when drivers are looking for a

Table 1 Economic disadvantages to drivers

Events Time (h)
Average loss of time in finding proper parking spot in major cities, such as Delhi, |44
Mumbeai, Kolkatta, Chennai and Bangalore.

Average loss of time in finding proper parking places in Kochin, 17
Thiruvanathapuram, Madurai and Tirupati etc.

Traffic congestions in metropolitan cities 46
Traffic congestions in normal cities 15
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Table 2 Non-economic and health disadvantages

Events Percentage (%)
Arguments and fights with other people or fellow drivers and causing traffic 65

issues

Stress and anxiety of female drivers 69

Missing important meetings, appointments, trains, flights, etc. 40

Traffic situation in Top 12 Cities
120
100
80
60
40

20

Hours Spent in Traffic Congestion

Delhi  Mumbai  Bangalore Chennai Gurgaon Ahmedabad Kochin

Trivand
Kolkatta Pune Hydrabad Surat rivandrum

Hours Spentin Traffic 102 91 79 70 64 63 60 57 55 54 50 50
Percentage 12% 13% 12% 10% 9% 1% 14% 10% 12% 6% 7% 1%

Fig. 3 Index with hours spent by drivers

parking lot they drive using lower gears, causing more emission of carbon dioxide
gas into the atmosphere. Emission of carbon dioxide causes global warming and
other problems to ecosystems.

The Ministry of Road Transport and Highways 2017-2018 survey [5] provides a
clear view about the traffic congestion in top cities, which are almost all currently
facing the same issues. Figure 3 shows hours spent by drivers.

People are spending more time looking for parking spaces and end up with
no space. Parking areas nowadays have become a rare commodity, especially in
metropolitan cities at certain places, such as hospitals, malls, theatres, market
places, etc., and even when a space is found one must pay for it. Currently, finding
a parking space at a desired location is a matter of luck and a very infrequent
occurrence. Many researchers are working on blockchain technology for different
areas, and a significant amount of work has already been done. Shardoor proposed
the Reservation-based Smart Parking System (RSPS) [6], which introduces the
idea to permit all drivers to effectively find a location and reserve vacant spaces.
The system used a cluster algorithm that can help to study periodical parking
status from a given sensor network, which is already deployed in parking areas,
and sets up a reservation service that drivers are allowed to access with their
personal communication devices. This software was implemented with a very cost
efficient parking vehicles system for different levels of a parking facility and made
available using WSN techniques. Also, this software was developed for a mobile
android application and a cluster was used for allocation method and to perform
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all automatic billing processes. This system will monitor the availability of idle
parking areas and guide the vehicles to the nearest free areas. Without sacrificing
the reliability, they have reduced the number of sensors, which will also minimize
the cost.

Dr. Anthony Mwebaze proposed the Intelligent Parking System [7] based on an
integrated architecture where:

1. Wireless Sensor networks (WSNs) using Small Programmable Object Tech-
nology (SPOT) were launched into parking areas to monitor all the activity
happening in parking spaces through light intensity sensing and

2. It collected all the sensed information, which were gathered and channelled
through a particular gateway into a server. Any particular database could be used
for information and to send it back as a parking space visualization over World
Wide Web technology, and it could also connect with mobile devices via Multi-
Protocol label Switching (MPLS) networks. Using a given simulation model of
this parking system, which has built around a new generation of SUNspot motes,
there are some studies demonstrating how the smart parking system implements
in real life.

Chandnipatel described the Rotary Automated Car Parking System [8] that
explains an idea about changing and reducing the working model of a vehicle
parking system for parking 6-24 vehicles within a 3.17 m parking area. It is an
amalgamation of existing and developing parking systems with added advantages
to reduce spaces occupancy by the design of a simpler and more compact parking
space that allows for rotary and vertical parking spaces.

Here, the system uses a chain and sprocket mechanism for driving to the parking
platform, and around a one fourth hp brake motor can be implemented for powering
the system and indexing the parking platform. The platform can be fabricated to
set the working model. All the manufactured and procured items are ready to be
delivered and assembled.

Ramneet Kaur and Balwinder Singh purposed the Field Programmable Gate
Array (FPGA) [9] vehicle parking system. The parking area is adjusted with Liquid
Crystal Display (LCD) monitors, and when a vehicle enters the parking area the
available space is shown and then the gate for the vehicle entry will open. An
RF module is also used to get and receive parking information. All the host
computers can act as complete control units. The host computer will activate with
parking slot checking and identifications. There are two modules in the system,
i.e. the identification module and the parking slot module. Identification modules
identify all the users who appear. Parking slot modules check parking availability
status. These modules are modelled in Hardware Description Language (HDL) and
formed into one unit called FPGA. This parking system was designed with different
prototypes with different interfaces, such as sensor interfacing, stepper motors and
LCD. Zishan Raza developed a web application about this system called “Park
Easy”, which is also available for mobile phones. Another advantage is that sensor
monitoring techniques are implemented by a camera that also uses a sensor to take
photographs and to show all the parking spaces for vehicles.
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Another system was developed by P. Dharma Reddy, A. Rajeshwar Rao and Dr.
Syed Musthak Ahmed using Artificial Intelligence (AI) [10] to collect images to
identify vehicle occupied parking spaces. The idea of the system provides guidance
for an array of images to assign specific slots, thus using some intelligence. They
used the RFID method to identify the car parked in each slot, and they also provided
a variable display screen on the base floor. The system reserves and assigns an
optimal parking space based on cost function and parking cost. They also provided
a Driver request processing center, which has the entire infrastructure for a vehicle
to communicate and assign parking slots.

2 Architecture of Proposed Systems

With the multiplying advances in various fields of technology, changes in logistics,
academics and automobiles are inevitable. However, these changes do not always
function as smoothly as expected. Some drawbacks are:

e The rapid growth in the automobile industry and the infinite number of vehicles
per square foot replacing human beings.
* Decreasing traffic space and increasing traffic congestion.

The principal issues in most of the metro cities due to the increased number of
vehicles include traffic jams in malls, public roads and parking lots. In this ongoing
situation, a technological automation to monitor and maintain the traffic is the need
of the hour. Smart Vehicular Systems prevail at improving the efficiency of vehicular
systems; however, the aftereffects of an efficient system are often negated.

Many systems are developed for controlling traffic and providing proper parking
space. Researchers have come up with different solutions, but somewhere something
has been missing so that no system is working properly in any metropolitan city.
Vehicle management systems face many problems in cities. With the increase of
population and the number of vehicles, it will be more difficult to accommodate
all the vehicles on roads and to control traffic not only on roads but also in other
places, such as malls, hospitals, markets, streets, etc. Now, every city needs to
have parking spaces with proper parking fee management. Parking vehicles and
transferring money should not be delayed; it should be fast and reliable.

The proposed work aims towards developing a system that identifies a vehicle
based on its unique ID using RFID readers. It makes an attempt to integrate the
big hub technologies Blockchain and the Internet of Things for developing a viable
Smart Vehicular System. The Internet of Things concept is used to maintain a log
of the vehicles identified in various parking lots along with the time duration in
the corresponding parking space. Blockchain is used to make automatic and secure
payments for parking based on the unique IDs of the vehicle and that of the parking
area. The gateway to the decentralised system is the Ethereum wallet, which is
deployed in Ethereum Blockchain. The basic idea is to hold and secure each ether
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or other crypto currency, which will be built on Ethereum, and to deploy it with the
help of Smart contracts.

The main advantage of the proposed work is digital transaction using blockchain.
Another advantage is to remove third party involvement for parking payment
transaction. The major befits are:

* Transactions will be done within a fraction of a second so a driver does not have
to wait.

* Transaction will be done on driver’s phone through wallet transaction

* No need to wait for any queues for payment transaction

e There is no hassle of cash

e E-receipt will be generated

2.1 Smart Vehicular System

A Smart Vehicular System is an application to ease parking and traffic reduction
rather than a profitable business solution. According to a special report by skyline
parking [11], on average a vehicle wastes about 2 min waiting in a parking line.
About 300 vehicles go through the same process each day at one parking site. This
leads to a total wastage of 600 min and excess fuel consumption. If 10 h of time
is consumed per parking lot, then the amount of time and fuel wastage is a huge
number across the country. In addition, around 30% of cars roam around the city
looking for parking spaces to avoid traffic congestion. Hence, this work is an attempt
to reduce this drawback by automating the process of parking, thereby avoiding the
waiting time of the vehicle using the concept called Blockchain.

With the multiplying advances in various fields of technology, changes in
logistics, academics and automobiles are inevitable. These changes do not always
function as smoothly as expected. One such drawback is the rapid growth in the
automobile industry and the infinite number of vehicles. The increased number of
vehicles proves to be one of the principal issues in most of the metro cities leading
to traffic jams in malls, public roads and parking lots. In this prevailing situation, a
technological automation to monitor and maintain the traffic is the need of the hour.
Smart Vehicular Systems prevail at improving the efficiency of vehicular systems;
however, the aftereffects of an efficient system are often negated. The proposed
work aims towards developing a system that identifies a vehicle based on its unique
ID using RFID readers. It makes an attempt to integrate the big hub technologies
Blockchain and the Internet of Things for developing a viable Smart Vehicular
System. The Internet of Things concept is used to maintain a log of the vehicles
identified in various parking lots along with the time duration in the corresponding
parking space. Blockchain is used to make automatic and secure payments towards
parking based on the unique IDs of the vehicle and that of the parking area. The
gateway to the decentralised system is the Ethereum wallet, which is deployed in
Ethereum Blockchain. The basic idea is to hold and secure each ether or other
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Fig. 4 Architecture of Smart Vehicular Management System

crypto currency that will be built on Ethereum and to deploy it with the help of
Smart Contracts.

The designed architecture of the Smart Vehicular Parking System is illustrated in
Fig. 4; there are five major parts:

. The sensing network

. Blockchain with hash functions

. The user interface for data management and visualization

. Payment gateway

. Have been reported for completeness, even if its development is obviously
outside of our work.

DN AW -

The sensing network contains the RFID-WSN 6LoWPA network, which is
composed of three types of nodes: (1) 6LowPAN Border Router (6LBR), (2)
6LowPAN Router (6LR) and (3) 6LowPAN Router Reader (6LRR). Based on
6LoWPAN standard, 6LBR is mainly used to connect the entire system to the
Internet by changing 6LowPAN packets to IPv6 packets and vice-versa. A 6LR
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gives details about a node that is able to provide forwarding and routing capacity,
and 6LRR is defined as a 6LR interfaced with the connection of RFID reader. The
system assumes that each 6LR is equipped with a light sensor that is placed on every
parking area to check for vehicle presence and 6LRR nodes are placed on every pole
to locate the nearest parking area that is reserved for people with special payment
amounts and authorizations. Indeed, in the proposed system, the 6LRR nodes are
used to check only for authorized vehicles.

Once the information is collected then the retrieval of information can be
delivered to the IoT Smart Gateway, which is already connected to the sensing
network and, also, with the Internet through a 3G-communication interface. The
communication gateway is a role of 6LBR, which enables all communication
between Hybrid Sensing Network (HSN) nodes and all end users. Here, initializa-
tion of the network will be the execution of a smart contract and choosing proper
tools. The idea of a smart contract is to implement blockchain. There would be
already created blocks and other blocks would be added and chained with all the
characteristics. After all the blocks are chained they will start sharing through
networks. All the blocks are created using Ethereum and different parameters are
specified: “nonce” (generally cryptography hashes generates a random values),
“timestamp” (validation of two blocks and their timing). Once Ethereum is formed
then every user is responsible for creating folders containing blocks and initializing
in it. The purpose is to replicate all commands in the network with n number
of times that are already connected with nodes and an agreement being set. The
communication between two blocks can be avoided with respect to their agreement
using a smart contract. Secure hash algorithm (SHA-2) is a cryptographic function
that is designed and published by the United States National Security Agency
(NSA) [12].

The Merkle-Damgard [13] structure was used to build the system from the
one way compression method itself, and the Davies—Meyer structure was used for
specialized block text cipher. Cryptographic hash functions have a pure mathemat-
ical operation, which has runs on digital data; by comparing runs the computed
hash functions called “hash” (output from execution of algorithm), which will be
known, and the expected hash values can determine the data integrity. For example,
comparing two hash functions, one hash function is downloaded and the other one
is a previously published hash and the result can show whether the downloaded
hash has been modified or tampered with. A Public Ledger can be defined as that
originated by old records used to store information, such as agriculture prices, news
and all other analysis.

A Public Ledger is based on the availability for general public viewing and for
verification. Generally, a public ledger is defined as data management or some server
stored system just like a database system of any particular bank’s records. Here,
blockchain is also a form of public ledger, which has a series of blocks that contains
all the information transaction details that are recorded with suitable authentication
and verification for the designed network participants. After all the information
is collected, it will be stored as records and transactions in a public ledger, then
the exact working of cryptocurrency will start. When each block is filled with
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transaction details and new blocks could be mined then that will be added to the next
block by network participants called miners. Here, thousands of such participants
could maintain the copy of the public ledger so that everyone has to get to know
the true status of the entire network and how many people hold crypto tokens also;
all transactions must be authentic to be recorded and to prevent any misuse such as
double spending. There are many combinations regarding public ledgers based on
their algorithms, such as consensus algorithms, encryption and reward mechanism.
These are all used to identify the network participants, which are protected, and
all genuine and validated transactions are carried out on the network for further
processes.

The customer operations and front office operations will be made available on
all popular devices like iPhone, Android, Windows and over the Web. Data will be
served over a secured cloud network. The core component consists of IoT sensor
modules, which relays events to the IoT gateway. The IoT gateway aggregates the
event and transforms the data into a machine-readable format. With the help of
machine learning and data analytics, the system will be able to optimize the parking
search over time and provide the most accurate locations in the least amount of
time on customer’s devices. Back office operation will be available to support
customers 24/7 with any issues or concerns they have regarding their bookings,
use of the system, use of consoles, or any other technical difficulties. The core
part of this architecture is blockchain, where the trust, immutability and anonymity
come together and are built by default. One of the responsibilities is to accept the
transaction on the network. The blockchain protocol provides a maximum fault
tolerance and the driver or user needs to advance GAS payment in the contract.
If transaction is done and it updates to block then the miner will confirm about the
transaction.

Smart vehicular system provides two types of users.

1. User or Drivers
2. Owners

Users/Drivers Users are guided through application or navigate to the proper
parking lot if they booked before coming to the parking space. Every user is
provided with an RFID, which will scan once the vehicle enters the parking space.
Once RFID scans everything and is verified, then the user will get access to enter
the parking slot. Once the user enters the system, the timer will be triggered and
calculate the in-time. Once the user leaves the parking slot, the system will trigger
the out-time and calculate the cost and return the amount. Once the user shows their
RFID then the transaction will be carried out and the amount will be detected from
the wallet. Here, the transaction is carried out through Smart Contracts, so the user
will never have to worry about queues and traffic at any place.

Owners The Owner is the one who has all the control over smart contract
and blockchain transactions. The user wallet will be integrated with the owners
blockchain. Owners are hospitals, malls, any public parking, etc. All the owners are
connected through blockchain so it would be able to manage and spot the parking
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Fig. 5 Architecture of smart contract

space directly. More visibility on the global platform is a medium to monetize every
unused parking space, and every owner can increase the revenue by reducing traffic
congestion and redundancies (Fig. 5).

3 System Design

The IoT and Blockchain are integrated into the Smart Vehicular System to build
an intelligent system for monitoring vehicular parking and insurance systems. The
aim of the proposed work is to utilize the technologies to the best of their abilities
in building a system useful in day-to-day activities. The newly arriving vehicles
must register themselves through the manager application with the following
functionalities:

* Vehicle Information Node: The vehicle registration number is used to create an
Identity by the Smart Vehicular Management System and updated in the ledger
using a smart contract.

* Parking Payment Node: Using entry and exit, the payment is calculated.

* Payment Node: Two payment functionalities are monitored, namely parking
charges and insurance payment

Smart Contracts: Traditional contracts are still used to date with written text or
file documents that framework cooperation, which has some terms and conditions
and privacy policies with partnership agreements. Basically, traditional contracts are
written in human language or any regional language. Here, the third party enforces
the law that can be decided during some dispute for instance and it is the normal
way that the third party is involved in all smart contracts (Fig. 6).
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Fig. 6 Traditional contracts

Fig. 7 Smart contract without middleman

The major disadvantages are:

1. Time consuming
2. Resources consuming
3. Costly

Smart contracts deal with revoking payment information based on deadlines of
insurance. Parking payment is calculated using the entry and exit time of the vehicle
and suitable communication is made to the user. A smart contract is basically a
written set of programming codes that will be embedded on the blockchain. A smart
contract code consists of all kind of rules, conditions and history, expiry date and all
relevant information needed and is executed automatically when all the terms and
conditions are met. The concept of a Smart Contract is compared to digital vending
machines (Fig. 7).

Smart contracts are agreed upon and stored on a decentralized encrypted ledger.
In the decentralized blockchain or distributed ledger technology, anyone can create
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their own database where multiple and mutually untrusting users can exchange
transactions or append records without any third party coordinators.

3.1 Application of Blockchain

One of the essential features of a smart contract is its relation to users and how it
can affect all the aspects of a business for customer industries. The basic idea of a
smart contract is for a particular business process to be deployed to the blockchain to
perform sophisticated functions. Usually, blockchain applications are referred to as
Decentralised Application (‘dApp’). The context of blockchain applications can be
understood as blockchain-based user interfaces that can be connected to end users
technology and that have the combination of smart contracts.

Smart contracts can help all participants to exchange money, property or anything
they value, and it will be monetarised and verified. It is a conflict free method that
cuts out any central entity and removes third party involvement. Traditional web
applications and blockchain are somewhat similar, where traditional use HTML,
CSS and JavaScript, and blockchain uses the smart contracts to render a particular
page. Decentralized applications use smart contracts in order to communicate to the
blockchain. Decentralized applications are basically runs on Peer-to-Peer networks
rather than a single system. The concept of a decentralized application occurred
when P2P network existed. It is a software program that will not have any single
entity control. dApp are always runs on top of the blockchain networks. A smart
contract consists only in the back-end and is small. If there are any chances to create
dApp then different smart contracts need to be created that rely on a third party
system for the front-end side (Fig. 8).

It provides a decentralised public digital ledger of transactions, which tracks
ownership securely in an environment without trust. While the first applications of
blockchain technology were for digital currency transactions, that same technology
is now finding application in the development of the dApp, including recording the
movement of data, registering unique user names and even data storage. There are
also cryptocurrencies themselves being deployed to help create the dApp.

4 Implementation

To develop the proposed system, a number of frameworks are used to fit in
the various processes and assemble them. The ADEPT () project is used as the
foundations of the proposed work.

* Arduino: It is an open source electronic platform that has easy to use hardware
and software. Arduino boards are used to get electronics inputs from users, and
get the output as information. It is basically used to send a set of instructions
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Fig. 8 Traditional web vs. decentralized web

from the microcontroller to the board. Basically, Arduino programming uses
embedded C. The advantages of using Arduino are:

— Inexpensive

Simple and clear programming environment

— Open source and extensible in both software and hardware platform
— Cross-platform

e SHA256 package: SHA256 is one of the powerful hashing mechanisms used in
security. Hashing is the method of converting a data into a Finite set of hash
characters.

e RFID Module: RFID or Radio Frequency Identification is a small chip that
is used to unlock some keys. This chip is integrated with an RFID reader to
perform some system task. RFID data is stored electronically and data retrieval
uses electromagnetic waves. This RFID can store some kilobytes of data as well.
RFID has the ability to perform Read, Write and Update operations in a single
task.
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* IR Sensor: Infrared Sensor is an electronic device. Sensors are basically used
for sensing data from surroundings. IR sensors are able to measure the heat and
motion of the object and to detect the motion and heat using infrared radiations.

* Solidity Language: Solidity language is pure object oriented programming and
is used to create smart contracts. It is used to implement various blockchain
platforms. Solidity was developed by Gavin Wood and many former Ethereum
core contributors. The language is only executable in bytecode and its works
through Earned Value Management (EMYV). One of the advantages is developers
can write their own smart contract and implement self-enforcing business logics.
One who has basic knowledge in programming language can easily write a smart
contract using solidity language.

¢ Atom Framework: It is an open source Ethereum Platform, and it is developed
and maintaining by Github. Atom works to solve real time problems and for
knowledge sharing for good productive quality software. Node JS is used to
run back-end work, and it also helps for front-end work with web applications.
One of the important advantages of using atom framework is the web browser
and components that are connecting have inter-process communication among
themselves.

* MetaMask: MetaMask is the Browser extension and is used for Ethereum wallet
for money transaction. It is a DApp or Decentralised Application on the Ethereum
network and is used as the user gateway for money transferring.

* Rinkeby Faucet Network: This is used for fund transferring in ethers. Basically
this site is used for preventing any kind of malicious attack or DoS attack from the
external sources. The person should need a Facebook or Google plus or Twitter
account for request funds and it would permit to transfer the ethers to MetaMask
wallet.

e Infura Network: It is a tool provided by Ethereum so anyone can create their
own application and connect to the Ethereum blockchain. Each user created
node will always connect and interact with the Ethereum blockchain. It is one
of the Etherum applications that is easy for developers to create and interact with
blockchain. The three major advantages are fast access, scalable and data storage.

S Methodology

The IoT and Blockchain integrated Smart Vehicular System revolves around the
integration of the two technologies to build an intelligent system for monitoring
vehicular parking and insurance systems [14, 15]. The aim of this work is to utilize
the technologies to the best of their abilities in building a system useful in day-
to-day activities. The newly arriving vehicles must register themselves through the
manager application. Then the following functionalities will take place.
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e Vehicle Information Node: Vehicle registration number is used to create an
Identity by the Smart Vehicular Management System and is updated in the ledger
using smart contract.

* Insurance Node: Accesses the information about insurance policy of the vehicle
and alerts the registered number about payment and due dates.

* Parking Payment Node: Using entry and exit, the payment is calculated.

e Payment Node: Two payment functionalities are monitored, namely parking
charges and insurance payment

Smart Contract: This module deals with revoking payment information based on
deadlines of insurance. Parking payment is calculated using the entry and exit time
of the vehicle and suitable communication is made to the user. The key modules
used in the work include:

Identification of vehicles: The key concept behind the use of the IoT technology
is called RFID. Each vehicle is identified by a unique 8 digit Hex-decimal number
of the form AB: CD: EF: GH. On detection of a vehicle, the vehicle is mapped with
the location’s unique RFID. The time stamps at the time of arrival and departure
are calculated. This mechanism is used for detection and identification of vehicles
based on their unique ID and passing the ID to the blockchain. This provides a low
range detection mechanism, which is a viable solution in parking lots. Since the
project is a large scale deployment, the monetary system must be efficient. RFID is
one such method and gives a cheap solution. RFID is passive and does not involve
the need for batteries. This not only helps in faster detection but also saves power
consumption. The RFID chip is installed in every parking place. An RFID reader is
located at the parking locations. The reader scans the chip to identify the unique ID.
The unique ID identified is used as the key value in the blockchain. When a new ID
is generated a new block is created. Upon identification of an already existing block,
the time stamps are recorded. The unique IDs of the vehicles and the locations are
used as two separate blocks in the chain and transactions take place between the
blocks, which are in turn updated on all the systems by means of a hash value.

Secured Payment at parking lots, malls and hospitals: The underlying concept
for secured transaction involves blockchain for monetary exchange. The RFIDs of
the vehicles and the parking locations are mapped one on one. This facilitates a
pre-determined amount transfer based on the parking charges that are based on time
limits. A new hash value is computed each time a transaction occurs or a change
occurs, thus maintaining integrity of information. Since the transactions are purely
based on the ID and facilitated through blockchain, the transactions are secure.
Blockchain contains each vehicle with its unique ID as an individual chain and
the various chains are interconnected. Blockchain is created using node.js. Each
block consists of a unique ID, which could be associated with either the vehicle or
a parking location. The vehicle arrival and departure time stamps are also computed
by the system clock and stored in a variable. The difference between the time stamps
are used to calculate the duration and the amount is deducted from the wallet and
the transaction is made. When a transaction occurs between two individual blocks,
the transaction is added to all the blocks within the chain and the hash value is
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recalculated to maintain security. The recomputed hash value is unique each time,
thus helping maintain integrity and privacy.

Secured saving of documents online for easy and timely access: The underlying
architecture involves the use of a cloud based database. The public ledger is used
for saving the documents in a decentralized fashion. It is also scalable and provides
real-time access to stored data, which is a must for the number of vehicles involved.
It is used to add security and blockchain features, such as immutability and asset
management. This provides a mechanism of distributed database eventually adding
the concepts of immutability, creation and movement of digital assets database. This
is used in real time applications and it is perfect for the proposed work. Hence, a
blend of the IoT and Blockchain is used to achieve a system for automated and
secured storage and operation. The system is in turn enhanced with the user interface
for customer operation. Ethereum and Node js are used for the front-end to develop
a web app for access to documents and monitor wallet transactions. JavaScript
and node JS are used for interactions and running the blockchain. Python is used
to connect the operations of RFID Arduino with the server running. A smooth
transaction between the hardware and software is achieved by using additional
frameworks, serial packages and APIs.

5.1 Workflow of the Proposed System

To develop the proposed system, a number of frameworks are used to fit in the
various processes and assemble them. The proposed system is portrayed below:

Step 1: A first time user registers their vehicle with a unique RFID by installing the
RFID tag on the vehicle.

Step 2: The user creates an account on the web application with their credentials.
The user adds wallet money. Minimum wallet money is needed for any parking
area.

Step 3: When a vehicle arrives at a parking location, the RFID Reader at the location
identifies the vehicle based on its unique ID and the time stamp is noted.

Step 4: When the vehicle leaves the location, the reader scans the ID and the ID is
matched against the database and a time stamp is noted again.

Step 5: Based on the two time stamps, as per the policies of the parking location, the
amount is deducted from the wallet, and money will be credited to the contract.

Step 6: This transfer is through the blockchain and is secured by recomputed hash.

Step 7: The user can use the application to upload their documents through the UL
The user can also modify their profile. These documents are saved in the ledger
securely.

Step 8: The user retrieves specific or all the documents based on the requirement
from the web application.
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5.2 Working of Smart Contracts

Step 1: Creating a smart contract using Ethereum Solidity language.

Step 2: The Parking Area is the contract name and the parameters are Minimum
Contribution, Add Users, Add Vehicle Number, Address, Vehicle details, Bal-
ance amount and Summary.

Step 3: Once all the details are stored then it will show the summary of a particular
user.

Step 4: Once the vehicle leaves the parking area, and based on time stamp, money
will be deducted from the wallet.

5.3 Deploying Smart Contract into Blockchain:

Step 1: Create an account in MetaMask. MetaMask is a distributed browser,
where users can allow running EthereumdApp and browser. It is a blockchain
transaction wallet that has a very secure identity vault.

Step 2: Once the MetaMask account is created, a secure key will be provided that
should paste to Atom framework where smart contracts are running and the key
should be pasted in the smart contract deploy file, which is in Json format.

Step 3: Create the Rinkeby Faucet network. This network is based on Ethererum for
funding or accumulating enough ether. This network is used to prevent malicious
actors or long running spam attacks. Three different types of ethers are provided:

3 ethers/8 h,
7.5 ethers/1 days,
18.75 ethers/3 days.

Step 4: After creating an account, the user will get an address from MetaMask. Copy
MetaMask Address to any protected websites, such as, Google plus, Facebook,
Twitter, etc., and get the web link of address.

Step 5: Now when requesting a fund through Google Plus then the MetaMask
address should publish a new post with the Ethereum address embedded into
the content and select the ether from the network.

Step 6: Create an account in Infura. Infura is also an Ethereum node cluster. It is
hosted such that the user runs their own applications without being required to
set up their own node or wallet.

Step 7: Once the infura account is created, then one has to create a new project.
An infura link will be obtained, and it should be copied and pasted on the smart
contract deploy file, which is in Json format.

Step 8: Once the Rinkeby transaction is over then MetaMask will get credited based
on how much ether the user selected.

Step 9: We will have two Json files, one is compile.js and deploy.js. Once compile.js
file is run, it will build a bytecode file, which will communicate with other
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networks. Once the compile.js file runs successfully, then the deploy.js file should
be run, there it will show from address and attempting to some address.

Step 10: Once it runs successfully then it can check whether a smart contract is
deployed or not. In MetaMask we can get an option like is seen in blockchain
deployment using EthereumScan. Opening EthereumScan will redirect to the
smart contract with from address and to address and time of deployment.

6 Result and Discussion

Each vehicle is installed with an RFID chip with a unique ID. Upon arrival of
vehicle, the unique ID is detected and recorded. Arduino software is used for
detection of vehicle. This will help to connect with python for storage of unique
ID for future use. PLX-DAQ is used for live monitoring of data. The protocol used
for communication is called Serial Peripheral Interface (SPI). SPI is a synchronous
protocol for communication between devices connected with Arduino within a short
distance. In this Work, AT Mega 2560 Arduino UNO is used for implementation of
the IoT part. In order to record the data read from the RFID Chip on a Windows
system, Arduino active port is connected via python code to write the contents into
a file. Serial package in python is used to connect to the active port, COM4 with a
baud rate of 9600. An output file is created and the unique IDs are appended.

6.1 Using Blockchain for Secured Transaction

Node.js is used for running the backend blockchain code. The RFID ID is detected
and read from the file using file handling mechanisms of node.js. The unique IDs
are in turn added as a link to the existing blockchain. This is used for secured
transactions using hashing function. The first block is called the genesis block,
which is the initial block. The second block is a unique vehicle with an ID, and
the third block is of the parking area with its ID. A Time stamp is calculated to
measure the amount of time the vehicle is parked in a particular area to facilitate fee
collection. Hash value is calculated each time and transaction is changed.

6.2 File Storage

Public ledger is used for secured storage of documents, such as insurance papers,
driver’s license and emission test card. Two rows have been added, one each for a
location and a vehicle. It can be viewed that the field added with the primary keys
has the RFID numbers and a hash value is generated. Every user is provided a valid
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username and password as part of credentials. The login page has been designed
to facilitate authorization of data. The username and password are matched against
the saved database and only upon valid entry of username and password is a user
allowed access. Session management has been taken care of to avoid multiple user
access to the same account and time out. The aim of the work is to design a system
to avoid traffic congestion and unnecessary waiting for parking. This also includes
secured e-storage of important vehicle documents, such as driver’s license, vehicle
insurance and registration card on database. The concept of blockchain is used for
achieving secured transactions at parking locations. The first module focuses on
automatic vehicle identification. As an interesting concept of the IoT, RFID is used
for the detection and identification of a vehicle based on its unique ID. Arduino AT
Mega with packages MRFD522 and SPI are used for contactless communication
between the vehicle and the location. The detected unique ID along with the time
stamp is saved in a file. File Handling capabilities of Arduino are enhanced by the
use of PLX-DAQ for live data monitoring into Excel. Python serial package is used
for communication between the Arduino and the inbuilt system file manager on the
serial communication port to save the file documents.

This feature is highly specific to Windows systems as on Linux systems the
file can be saved without the intervention of Python. At the exit, the time stamp
is collected again and based on the time interval a transaction of money is placed
between the vehicles unique ID and the location unique ID. Node.js is used for
running the blockchain for secured transactions. Unique IDs of the vehicles are
used as keys of the blockchain. With every transaction, the values within the blocks
are changed and this information is propagated to each block in the chain. New
hash values are computed on all blocks to maintain integrity and consistency. The
second module of blockchain is an integral part of secure money transfer and
insurance monitoring. Based on the valid date, the documents are monitored for
continuous expiry and intimated to the user beforehand and an order is placed
with the vendor. The third module deals with the storage of important documents
securely. Since the work is aimed at a decentralized mechanism and real time, a
public ledger powered with a database is used for document storage. This provides
the features of decentralization, scalability and security. The documents are hashed
and stored in the database, which can be accessed as per need by the user using their
profile credentials. To facilitate seamless interaction between the modules, serial
port communication is achieved. For the benefit of the users who range from naive
to expert, a user friendly and creative UI has been designed using the Ethereum
platform. Thus, ultimately the aim of the work to integrate the IoT and Blockchain
is achieved by incorporating decentralization, peer-to-peer communication, security,
privacy, integrity and ease of use. The time of operation can be greatly reduced over
the existing traditional parking systems.

Another research finding in the proposed system is transaction timing. Time is
one of the major parts of human life. Everyone is busy and they do not want to
waste a single minute. Here, a blockchain transaction is carried out very fast and
automatically, whereas manually one would need to wait for payment.
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7 Conclusion

The principal issues in most of the metro cities are due to the increasing number
of vehicles and traffic congestion occurred in malls, public roads and parking lots.
In this prevailing situation, a technological automation to monitor and maintain the
parking and traffic is the need of the hour and can be achieved by integrating the
features of blockchain and the IoT for secured transactions and cashless transfer
without any delay or queuing. Such a solution would be a part of the Digital
India Movement by reducing usage of physical currency notes and promoting the
ecosystem by issuing e-receipts. With the ever increasing number of vehicles on the
road today, a remarkable solution should be focused on helping to reduce traffic time
and ensure easy parking. This work mainly focuses on helping to reduce waiting
time due to traffic at various locations, including shopping malls, movie theatres, bus
stands, railway stations, etc. Adding to these benefits is replacing the old hardcopy
system with digital media and storage. Citizens need to possess their personal
documents, including vehicle insurance, driver’s license and other importance ID
proofs. Saving a digital copy of the same with a secured authentication mechanism
not only helps to reduce risks of losing the documents but also to produce it at
any instance anywhere with just user identification. Every user must create their
own wallet in the system and alway maintain a minimum amount in the wallet.
A transaction is carried out automatically from the wallet once the user leaves
the parking lot, and thus they do not have to wait for any queue and the system
automatically generates e-receipts. Hence, the proposal emphasizes the integration
of blockchain and the IoT for solving traffic issues and road transportation issues in
the real world.
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Edge Computing-Based Intrusion )
Detection System for Smart Cities iy
Development Using IoT in Urban Areas

S. Vimal, A. Suresh, P. Subbulakshmi, S. Pradeepa, and M. Kaliappan

1 Introduction

Internet of Things (IoT)-based industry has had enormous growth in urban planning
with its foundations in the development of the industries for chips, microcon-
troller kits, electronic gadgets, and telecommunication systems, forming industrial
segments. Attacks and vulnerability issues are the main concerns in the IoT,
such as network breaches. Vulnerability can be suspected using an intrusion
detection system, which can encounter anomalies with the reliable services of IoT
applications. Various deep learning models have been proposed, with the modeling
scheme of learning and data from sensors forming the structure of the setup. The
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Internet for the sharing of global communication and content established connected
objects and smart devices with the support of the International Data Corporation
(IDC) [1]. The IoT paved the way for smart cities by supporting optimization and
enhancement of public services in a smarter way, leading to smart transportation,
smart parking, smart hospitalization, and urban development. The city offers a
strategy of control over various domains established with the new service rule,
with automatic classification of the services offered. Data from different sources
have been collected, together with particular locations and times [2]. The expansion
of cities is handled in a smarter way with smarter development in a cloud-based
environment.

In an edge computing-based cloud setup, IoT data gathering includes all data to
be gathered from the remote server. The remote data communication is established
with the increased speed in the bandwidth. Fog computing and data processing have
been done from remote servers, which increases the benefits of the data size and the
low latency simulation in the filtered server data. Edge computing offers very large
offloading and the storage accuracy has been enhanced with privacy preservation in
a smart method of IoT prediction [3].

In the modern era, people are getting connected to the real world through the
online sector, using an integrated circuit technology, and wireless communication
has been established with signal acquisition and data preprocessing with wireless
communication capabilities. The IoT has been divided into three layers: the percep-
tion layer, the network layer, and the application layer [4]. The perception layer deals
with the end devices and tail nodes. The end devices monitor a progressive approach
in elaborating the segment with the layer channel in the devices to support radiofre-
quency identification (RFID) tags, cameras, and GPS devices. The sensors are used
by the parameters to form an environment in the sensing layer with the information
from the physical world using analog-to-digital conversion [5]. The second phase
of the IoT deals with the network layer, which connects the sensing layer with
the application layer, including mobile communication and fixed communication
using internet and private communication networks. The network layer includes
various functionalities including optical fiber communication, security access, and
satellite access [6]. The network layer deals with the applications in the application
layer; human—computer interaction is one of the biggest applications to retrieve
data from the valuable environment. End devices include IoT data retrieval from
the environment within an information security and business domain. The security
includes analysis of data, computers, storage, and various technologies. Data are
transmitted between the end devices and the sensors [7].

The IoT brings a solution to a problem prevailing in the recent applications with
problems in recent surveys of the existing RFID technology. In the next 5 years,
the usage of the IoT is assumed to exceed 30 billion people [8]. RFID occupies a
big place in the recent wireless communication paradigm. The security of the IoT
includes authentication with a secure hash key for intrusion detection and external
data behavior using an intrusion detection system (IDS). IoT security enables the
system to enhance the hotspot of the system. Figure 1 shows the layered structure
of the IoT in a Wi-Fi management system [9, 10].
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The prospects of the [oT are enhanced in the development of IoT at all levels
of industry. A survey indicates that China is developing an economy with the
infrastructure to expand the country [11]. The rise of the IoT has huge involvement
in smart homes, with the wireless local area networks (WLAN) dealing with
the public market. Intruder detection involves faster intrusion with cost benefits.
Various long-distance communications have been established with the various
remote sensing assumptions in a sensing using the sensors in UART, Lora, Zigbee,
and Bluetooth applications [12]. Ubiquitous Wi-Fi includes widespread application
in IoT security-based technology and also the security limitations monitor the use
of security with a hotspot in the current IoT [13]. The economic deployment has
the option of considering data security, with deep learning algorithms achieving a
remarkable role in IoT considerations. Deep learning involves data sampling that
is satisfied in the real world. Deep learning is achieved in that the problem with
the target data has been assumed in the good development of the deep neural
networks [14]. The IoT in China has its own development with various research
universities combining to be the university to communicate the performance in the
classification of RFID research and development [15]. Image classification depends
on the industry in the federation of China having a migration algorithm with the
parameter to be analyzed. The layered architecture is represented in Fig. 1.

The security technology has authentication technologies to provide secure
transmission with the passive defenses, with the state, behavior, and usage being
provided with IoT security in devices [16]. The function of the IoT as a WLAN
has a convenient environment that can automatically provide humidity and adjust
the temperature, the IoT has the ability to monitor the temperature for Smart
home management system [17]. Wireless technology has a big impact in sensing

Fig. 1 Layered architecture supporting the Internet of Things
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WiFi signals for IoT. The information sensed can be assumed to be additional
communication that can be done in the establishment of Wi-Fi [18].

The migration of the learning categories to the essential methods of treating
data with the inductive learning has the ability to analyse the abnormal data [19].
The dimensions of the training data and the test data have to be assumed to fit
the marginal data. The inverse of the homogeneity problems, the regression of the
data, can be directly assessed using the existing research. Direct push learning is
one of the techniques in supervised learning and is effectively addressed in the
tasks of unauthorized learning with clear characteristics. Intrusion is a process of
unauthorised access and tampers the data with in the system [20]. The safety of
resources and the sensors is in addition to the protection of the physical sensors.
The first line of defense uses data encryption and sensor network security, key
management, and the protocols have been identified by unauthorized parties [21].

The IoT sensor has attacker nodes and the weak points of the system include the
fact that the IoT sensor has the nodes with a defensive nature [22]. The IoT has the
best defined approaches for the defense system with the attacker being established
in the automatic mechanism in the sensor network. The IDS has the best feature
in the detection in the source/sink, with the nodes having a secure environment
[23]. It uses an automated system for the attack behavior, which has low traffic in
short wireless communication and an alarm signal within the node-based distributed
architecture [24].

In the distributed environment of the 10T, the IDS collaborates with the IoT and
has specific tasks in the specific attacks in the predetermined area of the IDS. The
IoT helps to discover various attacks within the sensor nodes with the generation
of agents in a communication activity in a specific location [25]. IDS agents are
located within the neighboring node within the wireless communication channels
and are profound in a behavioral norm in separate knowledge between areas in the
foundation of better learning in a complete target field with the favor of the specific
locations. The learning tasks are allocated with greater expression within the target
field [26].

Mobile and smart phone technologies constitute one of the modern world
communication technologies. With the help of sensors, the context has been
extracted [27]. A recent technological survey on Android mobile phones needs a
proximity context that senses the object in closer observation of the screen [28].
The android application along with the GPS predicts the location of the user. The
recommender system is one of the process contexts in the information to predict
the user prevalence in the relevant information. The information is assumed to be
off in the tourist location prediction in the peer-to-peer information in the context
extracted within the ratings of software and hardware features to a higher level with
the values of converting GPS with the data information.

Research studies are concerned with context management in the predetermined
applications. The low power processor is assumed to be to a continuous context
aware in the proposed solutions in the accelerometer with the help of a mobile
sensor. In everyday life the mobile user’s behaviour has been predicted with the
random number generator using the sensor-based mobile resources and the resource
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estimation is predicted easily [29]. The power booster system is assumed to be for
the adaptation of mobile monitoring in the system in mobile applications.

2 Intrusion Detection System

Intrusion is an unauthorised activity by authenticated users and violation of the right
to deliberately access by users to destroy and tamper with the data in the system.
The IDS was initially brought into existence in 1980 by James P. Anderson. In
an IDS, the key nodes are monitored in integrity with the nodes of the network
and the collected information is transmitted to the monitorable key to improve
confidentiality. The network is a collective resource as information gathering in
a centralised place. The safety of the sensors is monitored in a consistent way
to address the defense sensor network security in unauthorized parties with the
support of the attacker. The IDS setup is used to detect the attacker and collectively
achieve the intrusion to cooperate in the IoT sensor nodes. When the attacker
is identified in the network, it automatically sends a signal to the transmitter to
enable the assumption in the predefined network [30]. The attack behavior has low
traffic and wireless communication has a code of vulnerable actions in the node
corresponding in the IoT with the IDS. The IoT architecture has a client in the
fashionable way, where each module develops an IDS system with most of the
adoption in the required way of prediction in formation of the general cluster. The
network forms a cluster and the IDS has the major application in occupying the
cluster and monitoring it. Each cluster does the data routing and data management
in the cluster to avoid the malicious packets in the wireless port [31].

The independent IDS has a sensing layer with the power supply based on
need, and the installation in some other nodes outperforms the key nodes in the
IoT using the perception layer. The nodes in the IoT work independently using
data acquisition and achieves intrusion detection. It needs the information for the
central node to acquire the detailed information in anomaly detection with the
various modules in the system. The sensor nodes have limited computing and
communication capabilities [32]. The nearby nodes in the unit allow the sensor to
ensure that the intrusion occurred in the unit using the network capabilities. The
intrusion behaviour is predicted and the sensing mechanism is very much supported
with the mobile edge computing paradigm. Mutual cooperation may be established
using the big data sensing platform [33].

3 IDSin RFID

An RFID system has electronic tags and readers to support the database server
using frequency technology with the read and write electronic information in a tag
control with the composition of the antenna and read and write module observation
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in the data processing module in a systematic way [34]. The reader sends the
information to the data techniques and the mere processing of the applications
can be achieved using the device controller. The exchange of information has been
established with the transmission power and volume of the reader in an entire RFID
system using electronic tags. The response system in the RFID is assumed to be
of the electromagnetic wave signal using the system wave signal processing with
the reader in the antenna system [35]. The reader system sends information in the
electromagnetic wave using transmission with a sender report. The tag includes
energy from the transmitted electromagnetic wave signal from the secure response
and the mechanism energy is based on the tag with the reader information. The
signal transmission and reception through the antenna are secure [36]. The reader
fills the data reader and transmits the responder in the data segment in the area of
response in the antenna.

The signal transmission has the reception with the encoded information, which
has been given to the continuous carrier in the signal to tag by modulation in the
radiofrequency (RF) signal. The tag modulates the RF signal with the support of the
received information in the reflected coefficient antenna in the modulated schemes
in support of the tag [37]. The probabilistic information has been attained in the
concerned in the electromagnetic field (EMF) in the field region in the segmented
approach. The reader has alternating control over the deposited information in the
self-charge mode of capacity modulation [38]. The alternating EMF in free air has
the space to inculcate the operating voltage within which the attached method is
closely connected with the reader to produce inductance with recognition within a
range of 10 cm [39].

The EMF has a better coupling method in an antenna with the reader, which
sends a tag instruction to the load of the changing impedance in the tag, matching
criteria for its own load appearance. The required information is matched by its own
changing load impedance [40]. The tag includes required information in the data
bits of the continuous stream. The EMF signal changes the state in a multi-aspect
way of increasing the range from 15 to 20 m. The RFID system can scan multiple
objects in the information and the tags are used to read the data in the format of the
RFID tag to approach the reader/writer information in the secured manner of the
environment. The RFID tag has been set with the EMF tag in the used environment
with the desired location and sufficient needs.

Security is the biggest challenge in the detection of thefts and day by day it
is emerging in urban areas owing to a lack of safety and security in commercial
buildings and in factories. The traditional technologies are working on global
systems for mobile communications (GSM) to increase home security to a certain
level with the support of IoT devices using different sensor systems. The central
controllers are being used to handle the different movements in the sensor system in
the era of emerging technologies. The presence of humans in the IoT-based system
uses a different system with the support of a microcontroller. This controller is used
with different parameters in different devices. The home security system uses a
very expensive and ineffective system with different situations and cannot fulfill the
current prevailing security needs. The security system should be cost-effective with
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strong secured system that should fulfill the customer requirements. The changing
needs to be addressed in the current scenario with the user are remotely accessed in
the need to progress in home appliances for the development of wireless technology
to the customer through the short messaging service (SMS).

4 Edge-Based IoT

The traditional IoT has the sensor data collection and information processing
through the cloud server where similar scalability issues are monitored with the
network, it has refined data in the scalability issues in the refined condition, with a
separate module of the implementation with the draft of assuming the condition
in the prescribed section and the technique to be assumed of the performance
enhancement in the assumed transcription.

The technique of the IoT is to process the information with the offered needs in
the environment and the multi-interface needs in the process of adding the wireless
sensor networks (WSN5s) to assimilate control in the cellular base station. The WSN
has a needs-based approach in the edge server, having a cellular network with
the control plane offering data-based control in accordance with the needs of the
network. In the data sent to the network in the WSN the edge monitoring has to
be accomplished with the cellular network coverage in the prescribed assumptions
[41]. The edge server is one of the chosen cellular base stations in the network,
which consists of the connections of the IoT device with data volatility.

Edge computing supports traditional cloud computing and fog computing with a
desire to focus on recent articles that investigate various types of fog computing with
different IoT applications. The IoT challenges are resolved using edge-connecting
devices and hence the data segment may be achieved during the various IoT
applications in future research directions of IoT metrics. More of a paradigm shift
will be made in the analysis of the future of IoT, with various segments in the metrics
for evaluating future research analysis in Fog based IoT.

The edge supports fog-based computing with the building blocks of the cloud
set-up, as shown in Fig. 2. The fog can be associated with the edge in terms of
characteristics:

* Location prediction and the decreased latency of the edge nodes can be made
available in different locations and the fog is made available to the end devices.
The latency may be automatically reduced in the fog-based resource allocation.

» The distribution is assumed to be off in geographical in nature and the centralized
cloud is assumed to be deployed anywhere with fog services.

* Provides scalability and henceforth large number of sensors have been deployed
and connected throughout the large-scale end devices.

* Mobility is done with the support of the frequently similar data processing and
the location-based ID separation protocol is used for location-based services.
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Fig. 2 Edge computing paradigm

* Close real-time interactions where fog computing provides interaction with other
different fog applications and fog devices in cloud deployment in sensor-based
edge computing.

* Heterogeneous in nature where the end nodes are from the different manufactur-
ers in the cloud with susceptible deployment.

* The fog has the capability to provide the network in the nature of evolving the
segmented network in the visible path of the different platforms.

* Interoperable in nature and it has fog based computing with the online support
[48].

* Cloud analytics with edge connectivity has been real-time processing of data,
which has been used with the end devices in the network. The different
characteristics for selecting [oT architecture are discussed in Table 1.

5 IoT Edge Devices: Cloud Middleware

Internet of Things edge computing provides a detailed view of the cloud middleware
in the processing of the IoT. IoT cloud middleware has various modules consisting
of cloud controller, distributed message broker, and subscribers. The data manage-
ment services are performed by the IoT cloud connectivity based on the surprising
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Table 1 Characteristics for selecting IoT architecture

Table Centralized architecture Distributed architecture

Devices Low number of devices High number of devices can be connected
can be connected

Frequency rate Low frequency and the rate | High frequency and rate of sending the
of sending the data is low data is high

Resource allocation | Higher Economical

Rate of response Lower Higher

event of the raised module in the fixed data segmentation and it has been insisted
upon to follow the distributed broker services with the message route between the
subscribers and the IoT. The IoT device has been established with the devices to
transform metadata into IoT data in the devices so that the filtered messages can
be established with the NoSQL databases [42]. The controller sends and receives
messages with the IoT data and Apache Cassandra has been used for storage man-
agement. The IoT data management is assumed to be in the NoSQL database and
MongoDB has also been used with Hadoop Distributed Files System (HDFS) cloud
storage. Dropbox is a form of storage freeware that has been used to fix multiple
server usage in data streaming for processing the manufacturers to be in the architec-
tural Simple Object Access Protocol (SOAP)-based interoperable scheme [47]. The
devices that are assumed to be in the apparent processing in multiple servers have
been in the final IoT with SOAP-based streaming in the interoperable [oT [43]. The
message broker is allotted the range limit for the message received and transferred
in the IoT section for the most asynchronous mode of the GET/POST method of
defining the consistent view of predefined clients. This is a string model repository
for the assumption of data on the subscribers in the method of pulling the alerted
signals for custom service [51]. The IOT cloud controller is discussed in Fig. 3.

The custom service can be a user or a device that has a source to monitor the cloud
controller in the noted single software program for the face detection mechanism
with the sensor in the Face video interaction in the single mode of detection for
the performance of the discover and control of a single software program having
a sensor and it is also used to retrain the similar images. The protocol stack for
forming the IoT is shown in Fig. 4.

Nowadays, the IoT has been emerged as the biggest contribution in the devel-
opment of smart city. IoT-based smart cities have been implemented with the
number of benefits and smart parking has been launched as a part of smart city
development. The set of things has been monitored with the abstraction of a pattern
in the observations in the sensor network. The approach has been considered in
the expansion of cities, with many circumstances in the sensor network having
multiple approaches to the decision-making principles in IoT coupled with the cloud
infrastructures [44]. The timely decision-making of the projects has been done with
the IoT within the cloud environment. Cloud processing has been done with the
remote sensor data, which has more processing speed, and edge computing focuses
on the use of the bandwidth and the processing speed. The storage has been sent
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Fig. 3 Internet of Things-based cloud controller

Fig. 4 Protocol stack for IoT architecture

to all the data management in the cloud with emerging data applications. The data
is processed with the multiple speed and it may focus an edge computing-based
paradigm to optimize the performance of the data processing in the network [45].
The data need to contact the remote server and hence the benefit of improving
the large data sizes may occur and generates a low latency in the location awareness
in the processing of data sources. Edge computing has a service in the remote server
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that significantly decreases in this method, with three benefits: large data sizes, it
guarantees a low latency, and the location is based on the awareness of forming the
location [49]. The edge is the closest processing of the data filtered in the cloud
server with the option of finding data offloading, storage, processing, and privacy
preservation in the network analytics. The smart IoT sensors has data that makes the
decision-makers to be aware of the situation and it provides a reliable service to the
smart urban development based on the edge mechanisms [50].

6 Distributed Processing

The portioning algorithm has been used in a distributed fashion for identifying
the purpose of the mobile application in a partitioned way with the threading that
migrates the use of the cloud, which executes the mobile integration part with the
cloud application. The thread involves a new stack creation in the corresponding
application using the invoking method in a new way of launching the threading
condition in the Java virtual machine (JVM) [46]. Each method uses a module
framework to store and retrieve the data in the corresponding manner of forming the
condition in executable batchwise processing. A temporary clone has been created
and may support the data for further processing to analyze using the IoT with edge
computing to form the clustered data.

7 Cloudlet Computing in Edge-Based IoT

A datacenter ID formed to process a data structure with the cloudlet and the
multicore computer are used with the cloudlet, which resembles a local store with
a public or private area in VMware storage. Dropbox is open access with dynamic
access in a synthesized and economical way and the VMs are employed in a separate
multicore computer in a local store and dynamic VM synthesis is proposed in an
efficient manner. The add-ons and the data in a Linux OS, which has an offloading
option to excel in a similar aspect of enriching the content with the virtual box
and the work related is assumed to be in the big data computing for smart cities
development [52].

7.1 IDS in Urban Areas Using the Cloud-Based IoT

* In a normal system a loud blast sound is created, which is noticeable to the
intruder(s) or creates a disturbance in the neighborhood, and this creates a panic
situation.
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» To avoid this, our system does not create any sounds and the videos are stored
first and then retrieved later by the user; thus, it causes a delay, so that the user
cannot be alerted suddenly.

* But in the proposed system, the video is sent to the cloud and can be retrieved
at the same time by streaming; a text message is also sent to the user, so that the
user can alert those nearby to stop the intruder.

7.2 System Architecture

This is aimed at presenting a home security system using Raspberry Pi to alert the
owner by GSM message and a video clip to the owner’s webpage. The proposed
system attempts to see the video clip, featuring the intruder [13]. This system
streams a video while any intrusion is happening, which is sent to the cloud and is
viewed at the owner’s webpage, and they also receive a GSM alert message. In this
work, the system gives an alert regarding any intrusion that has occurred by means
of GSM message and a video of the intrusion. This software model can be used if
any visitors arrive; the Raspberry Pi continuously streams the video and sends it to
the owner’s web page through the cloud. This home security system could be good
for use in many places such as banks, hospitals, laboratories, etc., and dramatically
reduces the risk of unauthorized entry in both rural and urban areas [14].

7.3 IDS Using Edge Computing in Raspberry Pi

¢ Initialize the whole library to run the code in Raspberry Pi.

* Enable the Pi camera in the Preferences.

* Import the camera into the code.

* Define output pins (general-purpose input/output [GPIO] 18) for a passive
infrared (PIR) sensor in Raspberry Pi.

* The setup() function is used to set the PIR sensor to sense the motion.

» If a motion or human heat is detected, the sensor triggers a signal to the camera.

* The camera.capture function is used to capture the video.

e The camera’s start() function starts to record a video.

* The camera’s stop() function stops the recording.

* The sleep() function gives a sleep time for the camera.

¢ The def SendMail() function authenticates and sends mail.

* The def mblesms() function triggers the Raspberry Pi to send an alert message to
the user.

* The SendMail() function has shell commands that upload the video to the cloud.



Edge Computing-Based Intrusion Detection System for Smart Cities. . . 231
7.4 Algorithm Description

The Raspberry Pi 3 microcontroller is first initialized using the Raspbian operating
system. The Raspbian operating system works on Python programming. The Pi
camera is initialized by enabling the camera in the preferences, and then installing
and updating the required library files. Then, the required files are imported and the
camera and PIR sensor are defined by declaring the output GPIO pin of the sensor
[15]. After that, the function to detect the output of the sensor is defined: if the sensor
gives a high output, then the camera function is triggered and it starts to capture with
the start capture() function and captures until the time to sleep. Then an alert mail
is sent to the user using the sendmail() function, and the sendmessage() function is
also triggered and an alert message is sent. The sendmail() function has a shell that
uploads the video to the cloud and can be retrieved using an Android application.

8 System Model

The proposed model consists of three modules:

¢ Microcontroller module
* Mobile application module
¢ Database module

8.1 Microcontroller Module

The microcontroller module has three parts:

* Raspberry Pi 3
¢ PIR sensor
e Picamera

The quad-core Raspberry Pi 3 is both faster and more capable than its pre-
decessor, the Raspberry Pi 2. For those interested in benchmarks, the Pi 3’s
CPU—the board’s main processor—has roughly 50-60% better performance in
32-bit mode than that of the Pi 2, and is 10x faster than the original single-core
Raspberry Pi (based on a multi-threaded CPU benchmark in SysBench). Compared
with the original Pi, real-world applications will see a performance increase of
between 2.5x—for single-threaded applications—and more than 20x— when
video playback is accelerated by the chip’s NEON engine [16]. Although the Pi
can run many different operating systems, if stability and performance are required,
then the official Raspbian operating system is a good choice, having been tuned to
get the most from the Pi, and bundling a fast web browser and a good selection of
office and programming software.
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The passive infrared sensor determines the heat and motion of the human and
sends a signal to the Pi camera. PIRs are basically made of a pyroelectric sensor
(which can be Fig. 5 seen below as a round metal can with a rectangular crystal in
the center), which can detect levels of infrared radiation. Everything emits a low
level of radiation, and the hotter something is, the more radiation is emitted. The
sensor in a motion detector is actually split into two halves. The reason for this is
that we are looking to detect motion (change), not average IR levels. The two halves
are wired up so that they cancel each other out. If one half sees more or less IR
radiation than the other, the output will swing high or low. The PIR sensor itself has
two slots in it; each slot is made of a special material that is sensitive to IR. The
lens used here is not really doing much and so we see that the two slots can “see”
out past some distance (basically the sensitivity of the sensor). When the sensor is
idle, both slots detect the same amount of IR, the ambient amount radiated from the
room or walls or outdoors. When a warm body such as a human or animal passes
by, it first intercepts one half of the PIR sensor, which causes a positive differential
change between the two halves. When the warm body leaves the sensing area, the
reverse happens, whereby the sensor generates a negative differential change. These
change pulses are what are detected. The Adafruit PIR has a trimpot on the back for
adjusting sensitivity. This can be adjusted if the PIR is too sensitive or not sensitive
enough—clockwise makes it more sensitive [53].

The Pi camera then captures photos and records video and sends it to the cloud.
The camera module is a great accessory for the Raspberry Pi, allowing users to
take still pictures and record video in full HD. It can capture images in low light.
The Raspberry Pi Camera Board v2 is a high quality 8-megapixel Sony IMX219
image sensor custom-designed add-on board for Raspberry Pi, featuring a fixed
focus lens. It is capable of 3,280 x 2,464-pixel static images, and also supports
1080p30, 720p60, and 640 x 480p90 video. It attaches to the Pi by way of one of
the small sockets on the board’s upper surface and uses the dedicated camera serial
interface (CSi), designed especially for interfacing with cameras.

PIR Sensor P| Camera
Raspberry PI

Dropbox

Android Sms and mail alert

Fig. 5 Block diagram of the proposed system
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Fig. 6 Displays the execution of the program and uploaded video

8.2 Mobile Application Module

The captured video is stored in the cloud to retrieve the information. This Android
application is installed on the user’s mobile phone to retrieve the video. The
application is designed in the Android studio, and uses an Android program to
develop the main activity. The page has a list of the videos in the cloud. The main
activity coding consists of the page design and the media player that is used to play
the video.

8.3 Database Module

* A Dropbox database is used.

» It stores the data sensed by the Raspberry Pi.

* Once a file is added to Dropbox, it is synced to secure online servers. All files
stored online by Dropbox are encrypted and kept in secure storage servers.

» The videos are stored with random names.

¢ The video can be on any format.

¢ The video can be of any size.

¢ The working model of the proposed system is shown in Fig. 5. There is a PIR
sensor to detect human presence. The Pi camera is used to record video or capture
images. The Raspberry Pi 3 kit is used as a microcontroller, and it runs in the
Raspbian operating system. The intruder video is recorded and uploaded to the
database.

The block diagram of our proposed system and the PIR sensor detects the
presence of humans by heat and motion. Once the microcontroller identifies the
intruder as shown in Fig. 6, the Pi camera captures the intruder and records a video,
which it then stores in a database, as shown in Fig. 7. The Raspberry controller alerts
the users by email and SMS and also sends the video to the Android application.


https://www.dropbox.com/help/desktop-web/add-files
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Fig. 7 Captured video using Android

9 Conclusion and Future Work

In this proposal, different technology from that that made urban areas prevail in
the IoT-enabled edge computing and IDSs are discussed. An application has been
described showing that in the event of any visitors arriving, the Raspberry Pi
continuously streams the video, stores it in the cloud, and sends it to the owner’s
device. It can already be programmed and controlled remotely through a smartphone
to do so much. Many cameras can be programmed to automatically record or take
photos when motion is detected, and immediately notifies the user via text message
or email. Through a smartphone, the user can communicate with an intruder through
an intercom, turn the lights on or off, and even view a live camera feed. It could be
for a good application for many places, such as banks, hospitals, laboratories, etc.,
and dramatically reduces the risk of unauthorized entry in both rural and urban
areas.
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